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Abstract – this poster presents a concept of a 
preservation system for computations on High 
Performance Computing (HPC) resources. It covers 
some important challenges and possible solutions 
related to the preservation of scientific experiments 
on HPC systems for their further reproduction. Storage 
of the experiment as only a code with some related 
data is not completely enough for its future reproduc-
tion, especially in the long term. Preservation of the 
whole experiment’s environment (operating system, 
used libraries, environment variables, input data, 
etc.) using containerization technology (e.g. Docker, 
Singularity) is proposed as a suitable solution for 
that. This approach allows to preserve an entire envi-
ronment, but leaves a problem, how to deal with the 
commercial software that was used within the experi-
ment. As a solution authors propose to replace during 
the preservation procedure all commercial software 
with their open source analogues, what should allow 
future reproduction of the experiment without any 
legal issues. The prototype of such a system was devel-
oped, the poster provides a scheme of the system and 
the first experimental results.
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Conference Topics – What is emerging prac-
tice in software preservation and in emulation/
virtualization?

 
i. introduCtion

 
High Performance Computing plays an 

important role in almost every research area 

providing to the users always suitable hard-
ware and software resources to solve complex 
scientific problems. Because of the continuously 
growing community of HPC users and amount 
of research experiments, a question of research 
data management on HPC starts to play a signif-
icant role [1] including reproducibility of the 
research results as a major aspect for the scien-
tists [2]. Containerization technology (e.g. Docker, 
Singularity) could be used to preserve a complete 
environment of the scientific experiment. This 
approach works well, especially when within the 
experiment only open source software is used. 
But in the case of commercial libraries some legal 
issues can come by the future reproduction proce-
dure. To make a preservation of the commercial 
software easy and free of any legal problems, 
some special solution is needed. 

 
This poster begins with generally available 

preservation options and related to them prob-
lems, potential solutions are discussed. Authors 
touch a question, what type and scope of the 
preserved information is needed to allow further 
reproduction of the experiment and how this 
information could be taken. In the final part the 
poster presents a scheme of the system prototype 
that was developed to solve the mentioned above 
problems related to the preservation and further 
reproduction of scientific experiments, where also 
commercial software was involved. The first exper-
imental results and further investigation steps are 
discussed as well.  
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ii. meCHanisms for researCH preservation on 

HpC systems 
 
To make a scientific experiment reproducible, 

also software and hardware information should 
be preserved [3] - information about the operating 
system and all used within the experiment software 
libraries, as well as information about the hard-
ware components and configuration aspects of the 
current HPC system. 

 
Related to the experiment information usually 

can be extended from the job-script, what can 
include the used in the experiment software libraries 
with specific versions, environment variables, etc. 
Reproduction of the experiment in this case could 
be possible, but only on the same machine with the 
same (not changed) configuration of the system, 
what is practically not possible for the long term 
because of continuous system updates. 

 
That’s why for the long term preservation not only 

information about the experiment, but also about 
the whole system components (in a specific for the 
experiment state) should be stored. In this case 
containerization technology (e.g. Docker, Singularity) 
could be used. It allows to create a full copy of the 
system with all related and used within the experi-
ment software components 

 
iii. problems witH tHe Containerization 

approaCH 
 
With the containerization approach often unlim-

ited access to the preserved components is needed, 
what can be difficult in the case of HPC systems, 
where not all software components can be copied or 
even accessed by the user. 

 
Even when software components are accessible, 

they could be not open source and some license 
could be needed for their further reuse. These two 
issues stay as a central point of the poster’s topic 

 
iv. proposed approaCH for preservation of 

software Components witH limited aCCess 
 
To preserve not fully accessible for the user 

(because of the account rights) or some commer-
cial software components, authors propose an 

approach, that all such components should be 
replaced with their open source alternatives, which 
are always accessible, free to use and can be stored 
and reused later without any legal issues. 

 
To collect all needed for the preservation infor-

mation about the experiment, some available for 
the user mechanisms should be used, e.g. status 
request for the current computational job, which 
represents the experiment (e.g. via “checkjob” or 
similar command that is traditionally available on 
HPC systems as a part of the job scheduler). 

 
A proposed preservation system consists of two 

components. One component is a special script 
that requests the job status and collects all needed 
information about the experiment locally on the 
computing machine (HPC cluster). The second 
component represents an external server. The 
server provides a REST-API that can be used for the 
communication with the client part - the first compo-
nent on the side of the HPC cluster. Information from 
the cluster is sent via the POST request. The server 
is responsible for the containerization procedure 
and replacement of the commercial libraries with 
their open source alternatives. The process works 
automatically, but      the user can also steer it via 
the web-interface (e.g. to replace some software 
or choose the most suitable version of it). Further 
running procedure for the created containers can 
be performed via the EaaS system (Emulation as 
a Service) [4]. Publication and referencing of the 
preserved containers are foreseen.

For the current moment the proposed preserva-
tion system is in an early prototypical phase, as test 
experiments some molecular dynamic simulations 
with “SIESTA” [5] are used. 
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