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ABSTRACT

�is thesis presents two parallel tracks of research into the prediction of

RNA tertiary structure and the display of secondary structure.

�e �rst, a coarse-grain model of RNA tertiary structure, provides an

ensemble based prediction method for modeling RNA’s tertiary struc-

ture given its primary and secondary structure. In contrast with existing

methods, it excels at quickly providing a multitude of predictions for

use in downstream analysis. We aim to e�ciently sample the conforma-

tional space that can be explored by a given RNA secondary structure.

�e results indicate that our work is a cautious step in the right direc-

tion. �e quality of the predictions are comparable with those from more

sophisticated models. We can generate numerous predictions in a rela-

tively short amount of time and our predictions are consistent with the

knowledge-based descriptors of global RNA structure derived from na-

tive structures. We hope that the conformations we generate can serve as

valuable inputs for further downstream analysis corroborating evidence

from experiments such as Förster resonance energy transfer (FRET) and

atomic force microscopy (AFM).

�e second, a visualization tool, aims to simplify the display of RNA

secondary structures. While a number of tools exist for this purpose, ours

is dependency free, accessible from any browser-equipped computer and

o�ers a number of features not found in any other so�ware. We have

used our implementation to provide innovative, attractive, and revealing

depictions of cotranscriptional folding which allow researchers to better

understand the variety of structures which may potentially form as an

RNA is being transcribed. �is same layout was used to re-imagine the

traditional dot-plot layout for displaying base pair probabilities and sup-

plement it with a relevant and easily understandable depiction of the RNA

structures that these base pairs are found in. We tie this second section

back to the tertiary structure prediction work by showing how a �exi-

ble method for displaying secondary structure can be used to diagnose

correctly and incorrectly predicted long range interactions in tertiary

structures.
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ZUSAMMENFASSUNG

Die vorliegende Dissertation umfasst zwei übergeordnete Schwerpunkte,

die Vorhersage von RNA-Tertiärstruktur und die Visualisierung von

Sekundärstruktur.

Der erste Schwerpunkt, ein coarse-grainedModell der RNA-Tertiärstruktur,

ermöglicht die Ensemble-basierte Modellierung der Tertiärstruktur einer

RNA, aufbauend auf deren Primär- und Sekundärstruktur. Dieser neue

Ansatz bietet, im Gegensatz zu bestehenden Methoden, die Möglichkeit

rasch eine Vielzahl von Strukturen für spätere Analysen zu generieren.

Ziel ist es, ausgehend von einer RNA-Sekundärstruktur, den sich ergeben-

den Konformationsraum größtmöglich zu erkunden. Die Ergebnisse

zeigen, dass die entwickelte Methode einen bedachtem Schritt in die

richtige Richtung darstellt. Die Strukturvorhersagen sind qualitativ ver-

gleichbar mit Ergebnissen wesentlich komplexerer Ansätze. Die Meth-

ode generiert in einem Bruchteil der Zeit eine große Anzahl an Struk-

turen. Diese Strukturen sind konsistent mit Deskriptoren globaler RNA-

Struktur, abgeleitet aus nativen RNA-Strukturen. Die vorhergesagten

Strukturen eignen sich prinzipiell hervorragend als Ausganspunkt für

weitere Analysen und sollen Experimenten wie Förster Resonance En-

ergy Transfer (FRET) oder Atomic ForceMicroscopy (AFM) als hilfreiche

Untermauerung ihrer Ergebnisse dienen.

Der zweite Schwerpunkt, ein Visualisierungstool, zielt auf die einfache

Darstellung von RNA-Sekundärstrukturen ab. Obwohl für diesen Zweck

bereits Tools entwickelt wurden, sticht die hier vorgestellte Neuentwick-

lung durch die Freiheit von jeglichen So�ware-Dependencies, Browser-

Integration und eine Reihe von neuen Features hervor. So ist es möglich

mit der Applikation in innovativer, attraktiver und einleuchtender Weise

cotranksriptionelles Falten darzustellen, was zukün�igen Forschern die

Verschiedenheit der dabei potentiell involvierten Strukturen elegant ver-

ständlich macht. Aufbauend auf jener Darstellungsweise, wurde das klas-

sische Layout zur Visualisierung von Basenpaar-Wahrscheinlichkeiten,

der Dot-Plot, auf eine Darstellung übertragen welche sich im Rahmen

einer leicht verständlichen Sekundärstruktur mit allen relevanten Basen-

paaren bewegt. Dieser Teil ist direktmit der Tertiärstrukturvorhersage ver-

bunden, da gezeigtwerden konnte dass die �exibleArt der Sekundärstruktur-

Visualisierung in der Lage ist korrekte und inkorrekte long-range Interac-

tions zu identi�zieren.
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Part I

INTRODUCTION

�is thesis will be long. �e audience will be learned and the

material will be confusing. So where should it begin?What is

an appropriate place to start introducing the topic which has

taken up countless hours of time over the past four years?

�ere is no good answer to this question but to make sure

nothing is omitted, it’s probably safe to start at the beginning.

Which beginning? Why, the beginning of life, of course.

In the beginning, there was RNA. Today, there’s still RNA and

we are still trying to �gure out what it does and how it does

it. To this end, researchers have created computational tools

to predict what shape it takes within the cell. �is is called

its structure. �e chapters in this section will discuss why it’s

important to determine RNA’s structure, what we gain from

this knowledge, and what methods have been developed to

predict and display it.





1
INFORMAL INTRODUCTION

Where do we come from? How do we work? How do we begin to answer

such questions? Is there an answer? �e answers to such broad question

only open up more questions. We end up having to learn more and more

about less and less to �ll the gaps in our understanding. So how did we get

here?Where are we going? How does this work aid our journey?�ese are

the questions the readers should keep in mind while reading this thesis

or any other scienti�c publication. �is brief informal introduction will

summarize my understanding of our scienti�c situation and the context

within which the work for this thesis was done.

At �rst there were humans. We could see each other and communicate

with each other. We knew we existed. We knew we needed food and wa-

ter to survive and that we needed to have sex to reproduce. Over time

we learned about our internal organs and that the heart was responsible

for pumping blood through our body and that our brain was responsi-

ble for thinking. We learned that our body was composed of cells and

that these cells, in turn, had nucleii and mitochondria. We learned that

cells communicate via receptors and that hormones regulate essential

bodily processes. We learned that DNA mediates heredity and that RNA

is involved in translation, regulation and translocation. We learned the

structure of molecules. We learned that changes in the conformations of

enzymes were responsible for their catalytic activity and we learned that

changes in the conformation of RNA are responsible for regulation and

splicing. We learned more and more about less and less.

How did we learn these things? We saw that when people didn’t eat or

drink, they died. When they didn’t have sex, they didn’t have babies. We

found out that when the heart stopped, blood stopped �owing through

our veins. When our brain was damaged, our thought processes changed.

When we looked through a microscope, we saw tiny compartments called

cells. Extracting �uid from organs and re-injecting it into the bloodstream

led to the discovery of hormones. Transforming bacteria with the DNA

of other bacteria con�rmed its role as the mediator of heredity. Analysis

of bacterial and phage mutants revealed the importance of RNA as a mes-

senger between DNA and protein synthesis. Further mutational analysis

expanded its role to regulation and catalysis. X-Ray crystallographs of

DNA, RNA and proteins revealed their structure and how it in�uences

their function. Advances in experimental techniques expanded the tools

available for exploration (what happens if ...?), explanation (how does ...?),

and con�rmation (if I change x does y change too?).
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4 introduction

So how does this relate to this thesis? What are we trying to achieve?

�e purpose of the work described in this thesis is to provide tools

for exploration and explanation. X-Ray crystallography, nuclear magnetic
resonance (NMR) spectroscopy as well as a host of other experimental

techniques allow us to see the structure of macromolecules as it exists

in crystals or solution, respectively. �ey provide means for exploration,

explanation and con�rmation because they record a property of a physical

molecule. In our tertiary structure prediction work, we try to mimic their

function by way of simulation. We try to provide researchers with the

same information that theymay obtain from crystallography or fromNMR,

much more quickly and cheaply. �is comes at the cost of accuracy. �e

information we provide is not a snapshot of reality, but rather a prediction.

It is an attempt to use our current knowledge and understanding of RNA

to provide an informed estimate of what tertiary structure(s) a given

sequence can form.

Even in the case where our predictions aren’t accurate, we hope that

merely providing a range of conformations will be useful for exploring
how an RNA molecule may fold. Which conformations are possible?

Which aren’t?Which are likely?Which distal sections can potentially form

interactions? Which can’t? Such exploratory questions can theoretically

also serve as explanations. Why can’t a particular pseudoknot be formed?
If a particular tertiary structure is necessary for degradation, knowing

that it can’t be formed can provide a potential explanation for the lack

of degradation. While these are theoretical examples, they’re mentioned

to provide a glimpse into what we are trying to enable with our tertiary

structure prediction tool.

Our secondary structure visualization work focuses on exploration,
interaction and dissemination. We strove to create tools that make it easy
to explore the secondary structure present in 3D crystal structure models

of RNA, tomodify the presented diagrams and to easily share the diagrams

with others. �e framework and so�ware components we created ended

up being useful for more than just that. �ey allowed us to place RNA

structure in more meaningful contexts and to highlight and clarify the

output of other predictive models. Most of all, they enable us to use our

uniquely human intuition to diagnose the e�cacy of our methods and to

seek out new topics for exploration.

It is our hope that our work will be a step forward in the progress of

discovery by providing researchers with more powerful, easier to use and

more accessible tools to make hypotheses about the mechanisms of RNA

biology, as well as to document and disseminate their work online. With

a more capable toolbox, we hope that researchers will be better equipped

to uncover greater details about the myriad of processes occurring within

the cells of all living things.



2
INTRODUCTION TO RNA SECONDARY STRUCTURE

2.1 What is RNA secondary structure?

�e secondary structure of RNA is an abstraction of its tertiary struc-

ture which describes the intra-molecular base pairing of its nucleotides.

While physiological e�ects are a consequence of tertiary structure, there

is enough information contained in the secondary structure to describe

molecular processes such as protein binding andRNA interference, among

others. �is can used to deduce mechanisms of action for particular mu-

tations (e.g. disrupting a stem), or to place sequence variants into context

for further biological interpretation (e.g. necessity of an unpaired re-

gion). Perhaps the strongest evidence for the functional role of RNA’s

secondary structure is its degree of conservation in a variety of diverse

transcripts from bicoid localization signals [109], to CRISPR repeats [96],

to rRNA [189], to tRNA [159].�e rest of this chapter will show that RNA’s

secondary structure plays an important role in the cell. It will also enu-

merate ways to experimentally measure base pairing in RNA and end

with an introduction to how we can computationally predict secondary

structure from sequence.

RNA is composed of a string of covalently linked nucleotides which are

able to pair with each by forming hydrogen bonds between their aromatic

base rings. �is pairing ability, however, is constrained to couples of

compatible nucleotides: A (adenine) is only able to form a base pair with

U (uracil) using two hydrogen bonds whereas G (guanine) can form a

strong pair with C (cytosine) using three hydrogen bonds or a weaker

one with uracil using two hydrogen bonds. Base pairing can only occur

exclusively between nucleotides (i.e. a nucleotide can only be involved

in one base pair at a time) and requires the two nucelotides to be in a

speci�c physical orientation relative to each other. Consecutive base pairs

imply a double helical tertiary structure. In addition to the canonical base

pairs described here, nucleotides can also be found in noncanonical pairs

where they form weaker bonds and take on geometries which deviate

from the double helical structure [170]. �ese interactions will be brie�y

mentioned in Section 2.4.
RNA Nucleotide�e same pairing principle is behind the double-stranded nature of

DNA. A double helical DNA molecule is actually two single stranded

molecules that are held together by the base pairing of their respective

nucleotides (A, C, G and T). �e hydrogen bonds which form between

the bases of the paired nucleotides hold the two molecules together. �e

5
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chemical structure of the nucleotides allows a variety of geometrical con-

formations when unpaired.When paired, however, the structure becomes

locked into the familiar double helical geometry seen in textbooks, logos

and infographics around the world.

DNA Nucleotide

In the case of DNA, the tertiary structure is simple because all nu-

cleotides are paired with their complement. Each DNA dimer is com-

posed of two complementary molecules (each called a strand). Due to
the perfect pairing of the nucleotides in the two strands, the resulting

complex is a simple double helix. RNA, unlike DNA, is usually found as

a monomer. Due to the presence of the extra alcohol group on its sugar

ring, RNA is more �exible and is able to fold back onto itself in such a

way that nucleotides of the same molecule can pair with each other. �is

is called its secondary structure and is reponsible for the large variety of
functional roles that RNA plays in the cell, most of which are mediated

through some form of protein binding [58].

�e rest of this chapter will describe why knowledge of the secondary

structure of RNA is important, how we can predict it, measure it and

verify our predictions.

2.2 �e importance of secondary structure

Why is secondary structure important? �e simple answer is that RNA’s

secondary structure is a proxy for its tertiary structure. In other words, the

secondary structure of an RNA molecule implies a lot about its tertiary

structure. All of the paired regions in the secondary structure will adopt a

roughly uniform double helical structure. Even without knowledge of the

exact orientations of the helices (the work in this thesis), simply knowing

they exist and how they are connected can provide valuable information

about the identity and function of the molecule.

Why do we care? �e following few sections will provide examples of

why secondary structure is functionally important in cells. �e �rst will

demonstrate that its capacity to bind proteins depends on its secondary

structure. �is will be followed by an overview of where secondary struc-

ture is found within the transcriptome and what types of functions it is

associated with. To cap o� the list of examples, I’ll mention its role in

RNA interference. For a more comprehensive overview of RNA’s many

roles in the cell, the reader is encouraged to consult a more thorough

review, as can be found in Wan et al. [180].

rna binds proteins in a structure / sequence dependent

manner Because RNA helices typically are typically A-form, their

base pairs are sequestered deep within the helix making sequence-speci�c

binding of proteins to double stranded RNA di�cult. �is is in contrast

to DNA double helices, which are typically B-form with a shallow major
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groove, allowing binding proteins to interact with and recognize paired

nucleotides [118]. �e simple consequence of this fact is that speci�c

sequence-dependent recognition is much more di�cult in RNA than in

DNA helices. Due to its secondary structure, however, RNA can expose

single-stranded regions that are held in a �xed position relative to the

double stranded regions that �ank them.

Such regions are selectively bound by RNA-binding domains found in

a variety of di�erent proteins [58, 118].�ese domains tend to be sequence-

speci�c and bind preferentially to single-stranded regions in a stem-loop

context [7, 147]. �is is commonly demonstrated by creating a pool of

di�erent RNAs, pulling them down via a protein intermediate and ana-

lyzing the sequences [177, 147] of those that were bound. �e presence

of strongly conserved motifs indicates that protein binding is sequence

dependent, while the fact that association constants are higher when the

motif is present in a stem-loop structure demonstrate the importance of

the structural context [64, 147]. More detailed atomic level examination

of the protein-RNA complexes reveals that binding and recognition do

indeed rely on unpaired RNA nucleotides interacting with the side chains

of proteins [7].
A protein binding two
minor and one major
groove of a double
stranded RNA molecule.
Figure inspired by [152].

Like single-stranded binding, double-stranded binding is alsomediated

by a protein domain found across many di�erent families of RNA-binding

proteins [46]. Ryter et al [152] show that the dsRNA-binding protein Xl-

rbpa interacts with two minor grooves and one major groove spanning

16bp of a double-stranded RNA molecule. �e interactions within the

minor groove are mediated by contacts with the OH groups of the sugars,

which are independent of the sequence. What little protein base interac-

tions are present aremediated by watermolecules which are believed to be

able to adjust their position depending on the sequence present. What is

important here is that the binding is structure-, rather than sequence- de-

pendent.�emain requirement for association between a dsRNA-binding

protein and an RNA is the presence of a long double-stranded region. �is is not entirely true,
there is evidence that
dsRNA binding can be
sequence
dependent [70]. �e
mechanism for
recognizing nucleotide
identity is poorly
understood.

�ese two examples of single and double-stranded binding seek to

illustrate that RNA recognition and binding by proteins can depend on

the structure in three ways:

1. Sequence-speci�c protein binding requires an unpaired region

containing a particular sequence motif.

2. Sequence-speci�c protein binding can also require a structural

context wherein the unpaired sequence is �anked by paired regions.

3. Largely sequence-independent binding occurs on double stranded

RNA.
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genome-wide studies correlate secondary structure

with transcript abundance as well as functional re-

gions of the individual transcripts �e importance of

RNA secondary structure can be indirectly ascertained by noting where it

occurs and how it correlates with other qualities, and/or properties of the

transcripts. By exclusively sequencing single-stranded or double-stranded

RNAs, Li et al. created a map of where transcripts contain structure (dou-

ble stranded regions) as well as how structured they are [103]. �ey found

consistent biases in the degree of structure in di�erent regions of tran-

scripts. �e area around the translation start site at the end of the 5’ UTR

as well as the start of the 3’ UTR are signi�cantly less structured than

other regions. Transposons andmiRNAbinding sites are statisticallymore

structured. Studies on yeast and mouse [88, 78] have shown similar pat-

terns of secondary structure prevalance using di�erent probing methods,

indicating that there is some consistent cause for the varying levels of

pairing in RNA transcripts.

�e excellent review by Mortimer et al. [124] provides copious exam-

ples of where RNA secondary structure is found, and what genome wide

probing studies have revealed about the transcripts it is found in. Other

regions and functions associated with secondary structure include reg-

ulation in the 5’ and 3’ UTRs. A high degree of structure in and around

the Shine-Dalgarno sequence can impair the ability of ribosomes to bind

and initiate translation. Structured sections of the coding regions can

slow down the ribosomes and lead to alternate co-translational folding

pathways for the proteins they encode. Secondary structure, as it pertains

to its association with certain cell transport proteins, can confer it an

important role in localization. �e propensity for secondary structure to

depend on temperature can allow it to function as an ’RNA thermometer’,

wherein the melting of a secondary structure leads to altered stability

and/or binding of regulatory proteins. Finally, the presence of secondary

structure can have an enormous impact on RNA regulation by small

RNAs such as miRNAs. Indeed the very biogenesis of miRNAs depends

on the presence of a stem loop structure which is cleaved by the Dicer

protein.

While such aggregate measures don’t directly implicate the secondary

structure in any cellular function, their consistent �ndings across di�erent

studies provide strong evidence that it plays some role.

double stranded rna is necessary for rna interferance

(rnai) Secondary structure is crucial to the action of small RNA

(smRNA) such as micro RNA (miRNA) and small interfering RNA (siRNA).

�eir biogenesis depends on the formation of a double stranded hairpin

structure which is cleaved by Dicer [47, 3, 116]. �eir downstream action

requires nearly perfect base pair complementarity with a target region.
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While this is likely due to some nuance of the tertiary structure formed, it

is su�cient to be able to recognize that a particular secondary structure

forms between anmiRNA strand and a target molecule in order to predict

where the silencing e�ect will take place. �ese two silencing pathways,

siRNA and miRNA have revolutionized the �eld of molecular biology and

are slowly making their way into pharmaceuticals targeting aberrant

transcripts via the duplex it makes with an siRNA [186].

2.3 Determining secondary structure

�e previous section outlined a few examples demonstrating why RNA’s

secondary structure is functionally important. In order to make these

inferrences, we need to know what the secondary structure of an RNA

molecule actually is. Full knowledge would imply that we know which

pairs of nucleotides are paired. Partial knowledge implies that we know

whether a particular nucleotide is paired at all. But how do we measure

this? Is there a way to interrogate the secondary structure of RNA?�e

rest of this section will present three methods of measuring the secondary

structure of RNA. Phylogenetic analysis seeks to extract base pairing

information through patterns of covariation in evolutionarily related

RNA sequences. Chemical probing exploits di�erences in the reactivity of

paired and unpaired nucleotides to determine their pairing status. Finally,

X-ray crystallography and NMR spectroscopy yield snapshots of the full

three dimensional structure of RNAmolecules from which the secondary

structure can be extracted.

comparative analysis uses covariation among paired

nucleotides in sequence alignments to reveal pair-

ing patterns Comparative analysis of RNA sequences yields a rich

source of information about secondary structure. While it’s not necessar-

ily a method for con�rming a putative structure, the evidence it provides

can substantiate other methods of structure determination, or vice versa.

In fact, some of the most signi�cant secondary structures, such as those

of the 5S [51], the 16S [189] and the 23S [128] RNA were initially deter-

mined by using a combination of comparative phylogenetic analysis and

chemical probing.

Comparative analysis works on the simple assumption that nucleotides

which are paired will evolve compensatory mutations to maintain their

pairing [188]. If a nucleotide at position x is paired with a nucleotide at

position y and a mutation changes the identity of nucleotide x, then we

would expect another mutation to change the identity of nucleotide y

to maintain the pairing. Searching for pairs of nucleotides that change

identity in tandem is known as covariation analysis. Covariation between
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pairs of nucleotides is strong evidence that these nucleotides are paired

or functionally dependent on each other.

differences in reactivity hint at secondary structure

Chemical probing experiments use a reagent that either cleaves or modi-

�es nucleotides which are either paired, unpaired, or have some reactive

group exposed to chemical reaction. When RNA is chemically modi�ed,

the identity of the modi�ed nucleotides is usually determined by reverse

transcribing themodi�ed RNA and sequencing the resulting DNA. As the

reverse transcriptase moves along the RNA molecule, the modi�cations

cause it to dissociate from the template RNA strand, leading to truncated

DNAmolecules. By analyzing where reverse transcription was terminated.

researchers can infer the sites of modi�cation and assign a pairing status

to them (i.e. paired, unpaired, protected, etc...).

Dimethyl sulfate (DMS) footprinting, for example, is amethod for ascer-

taining the secondary structure and/or protein binding status of an RNA

molecule by treating it with the eponymous chemical reagent [174, 135].

Upon treatment, dimethyl sulfate (DMS) methylates either the N1 atom of

adenosine or the N3 atom of cytidine, but only when they are accessible
(i.e. not occluded by other nearby bases). �e reagent will only react with

its target, when that target (i.e. the N1 or N3 atom) is not sequestered

in a base pair or a protein interaction. Knowing which nucleotides have

reacted with DMS, a researcher can infer which nucleotides are not paired

or interacting with a protein. Because the methylation performed by

DMS stops the progress of reverse transcriptase, the procedure described

previously can be used to determine where the reactions took place.

In addition to DMS footprinting, a variety of other methods exist for

probing RNA secondary strucure [183]. All work on the principle that

some detectable reaction takes place at a certain location in the RNA

and reveals some property of the secondary (or tertiary) structure at that

position. While these methods used to be performed on single sequences,

recent advances in high-throughput methods have enabled nucleotide-

resolution characterization of multiple sequences and secondary struc-

tures at once [107, 91]. �is, in turn, has enabled the genome-wide scans

of RNA secondary structure presented in Section 2.2.

x-ray crystallography and nmr! (nmr!) provide physical

snapshots of the tertiary structure of rna molecules.

Perhaps the most de�nitive methods for determining the secondary struc-

ture of RNA involve solving its tertiary structure �rst. Methods such as

X-Ray crystallography and NMR spectroscopy allow us to build precise

3D models of the tertiary structure of an RNA. Because the secondary

structure is implicit in the tertiary structure, extracting it is only a matter

of analyzing the data and using a program such as MC-Annotate [56],
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RNAView [194] or 3DNA [106]. �ese methods paint the most detailed

pictures of the conformation of RNA, but they come with signi�cant

drawbacks.

X-Ray crystallography requires the presence of crystals of the RNA

molecule which due to RNA’s �exibility are signi�cantly harder to obtain

than for proteins of a similar size. Even in the presence of crystals, the

images produced have to be of adequate quality and resolution to be

able to infer regions of electron density and atom positions. �e images

produces by X-Ray crystallography are necessarily static snapshots of the

molecule frozen in time. �ere is little room for extracting information

about dynamics or conformational changes under varying ion concentra-

tions. Nevertheless, with e�ort and some luck, crystallographic images

can yield signi�cant insight into the structure and function of important

RNAs such as the ribosome [10], the group I intron [28], ribonuclease Venkatraman
Ramakrishnan, Tom
Steitz and Ada Yonath
won the 2009 Nobel
prize in chemistry for
solving the structure of
the ribosome, which
can be found in the
PDB under the
accession 1FFK.

P [149] as well as various others.

Nuclear magnetic resonance spectroscopy relies on exposing a sample

to a large magnetic �eld, irradiating it with an radio frequency pulse

and measuring the resonance frequencies of the atoms in the sample.

Analysis of the resulting spectra can reveal which atoms are connected via

covalent bonds as well as which are physically near each other. Because

the measurements are performed over a period of time, there is some

variation in the structure of the molecule as it is being recorded. �is,

however, is rarely enough to record catalytic events or major stuctural

changes.NMR canworkwell for smallermolecules but becomes intractable

for larger ones due to the crowding of the frequency signals. Nevertheless,

the fact that the molecules are suspended in solution makes preparation

signi�cantly easier than for X-ray crystallography.

Tertiary structures resolved by X-ray crystallography and NMR spec-

troscopy are traditionally deposited in the Protein Data Bank (PDB) with

a unique 4 character identi�er. X-ray structures in the PDB are used ex-

tensively in our work to benchmark our prediction method as well as to

extract fragment data.

2.4 Secondary structure prediction

Having discussed the importance of secondary structure as well as how to

measure it, this section will introduce computational approaches to pre-

dicting it. By accurately predicting secondary structure, we can bypass the

costly and time-consuming experimental methods for its measurement

and go straight to creating hypotheses about its functional roles. It should

be emphasized that while secondary structure prediction is immensely

useful, it remains conjectural. It as a prediction and not a measurement. It

can be used by researchers to explain their �ndings and to formulate new
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ideas about mechanisms of action, but it is not an experimental technique

which can be used to con�rm hypotheses.

(a) Unfolded RNA (b) MFE RNA

Figure 1: RNA folding requires intra-molecular base pairing.

Figure 1 illustrates secondary structure by showing an unfolded (un-

paired) structure on the le� and its folded equivalent on the right. �e

lines in grey indicate the backbone, or the covalent phosphodiester con-

nections between adjacent nucleotides whereas the red lines indicate the

base pairs between complementary nucleotides. �e �gure on the right

has secondary structure because it has intra-molecular base pairs. One

may wonder why we see the secondary structure on the right of Figure 1

as opposed to any other possible secondary structure? Surely the U at

position 2 could also pair with the A at position 1, and the C at position 5

could pair with the G at position 20, etc . . .

Figure 2 shows two potential structures for a given sequence. So why

would we expect to see the structure on the right in nature rather than the

structure on the le�?�e answer is that the structure on the right is more

energetically favorable than the structure on the le�. It has more base

pairs. But how do we know this? How can we calculate which secondary

structure is optimal?

To calculate the optimal secondary structure for a given sequence, we

need to �nd the set of base pairs present in the lowest energy structure,

where the energy of a structure is calculated according to an energy model.
�e simplest such model might count the number of base pairs that the

structure contains [130]. A slightly more complex version may count the

number of hydrogen bonds that are formed.�e most widely used energy

model takes into account the stacking of adjacent base pairs, assigns ener-

gies to unpaired loops and considers a variety of other parameters whose

energy contributions are determined using thermodynamic melting ex-

periments [115]. �is energy model is combined with an algorithm for

�nding the set of pairings which de�ne the structure with the minimum

free energy (the MFE structure).
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(a) Sub-optimally
folded RNA

(b) MFE RNA

Figure 2: RNA can fold into di�erent secondary structure conformations.

How does such an algorithm work? One option is to enumerate every

possible structure, evaluate its energy and return the one with the lowest. Pseudoknot-containing
RNA structure

�e dashed lines
indicate nested base
pairs.

Given the exorbitant amount of possible structures, such an approach

is computationally infeasible. A more rational method uses dynamic

programming, wherein the solution to the problem of �nding the MFE

structure for the entire sequence is built up by �nding MFE structures for

subsequences. �e score for any subsequence from position i to position

j can thus be expressed as a recurrence relation [42, 130, 181]:

S(i, j) =



S(i+ 1, j− 1) + 1, if i and j are paired

S(i+ 1, j), i is unpaired

S(i, j− 1), j is unpaired

maxi<k<jS(i, k) + S(k+ 1, j)

(1)

By storing intermediate values for S(i, j) we build up a matrix of solu-
tions to sub-problems that are eventually extended to the entire sequence.

Backtracking through the matrix yields the structure that corresponds to

the optimal solution. �is algorithm runs quickly, is deterministic, and

produces the minimum free energy structure (according to the energy

model). While the recurrence relations in Equation 1 provide a simple

example of how a dynamic program algorithm builds up its table of scores,

modern implementations use a more complicated energy model which

distinguishes di�erent types of loops (e.g. hairpin, interior, multi) and

assigns them corresponding energies [200, 178].

It is important to note that one of the reasons for inaccurate predictions

will never be that the MFE energy is not found. �e algorithm described

above is guaranteed to always return the optimal structure in terms of its
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energy. Any discrepency between the MFE prediction and the structure

observed in the cell can be attributed to one of three causes:

1. Inaccurate energy model: the energy calculated does not re�ect the

real energy of the structure.

2. �e structure found in the cell is not the MFE structure: this can

occur because of kinetic traps, protein binding, varying ion con-

centrations, etc. . .

3. �e structure contains long-range and tertiary interactions which

can not be predicted by the dynamic programming algorithm de-

scribed above.

�is is in sharp contrast to the algorithms employed for tertiary struc-

ture prediction which o�en never �nd the minimum possible free energy

dictated by their energy model. �is discrepency can be attributed to

two facts: that RNA secondary structure is discrete with a �nite num-

ber of possible conformations and that the energy for subsequences is

additive. In other words, the secondary structure can be decomposed

into independent sections whose energies can be combined, allowing

algorithms to quickly �nd the minimum free energy structure. Tertiary

structure, in contrast, has many more potential conformations as well

as non-nested interactions which make a systematic search for the MFE

much more complicated.

shortcomings of secondary structure prediction While

immensely useful, secondary structure prediction does have its short-

comings. Most notably, it occasionaly fails to predict results consistent

with experimental data. Evidence for this can easily be found in bench-

marks where no single program can predict every target accurately [145].

A more concrete, applicable and challenging example can be found in

the prediction of a secondary structure for the satellite tobacco mosaic

virus (STMV) which does not contain the helices seen in the cryo-electron

microscopy (cryo-EM) photos of the particle [155]. Such examples are no

surprise due to the fact that RNA secondary structure alone explains

neither long-range interactions, nor inter-molecular interactions, nor (or

extremely rarey) does it take into account varying ion concentrations.

�is is yet another impetus for the development of tools which striveOne can imagine
opening up a base pair

to allow a stable
long-range interaction

to form.

to take long-range tertiary interactions into account. While our tertiary

structure prediction method does not seek to modify the input secondary

structure, other prediction methods can operate on the sequence alone

and return an implicit prediction of the secondary structure along with

the tertiary [35, 82, 131].
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In between the prediction of secondary structure and tertiary structure

(Chapter 4) is the emerging �eld of extended secondary structure predic-

tion, which seeks to identify the optimal canonical as well as noncanonical

pairings between nucleotides given a sequence. Progress on this front,

however, has only recently begun and has much room for improvement.

extended secondary structure prediction seeks to pro-

vide a stepping stone between secondary and tertiary

structure As mentioned in the previous section, noncanonical

base pairing plays a major role in the full tertiary structure of RNA

molecules [171, 120]. While progress on the prediction of canonical sec-

ondary structure has been swi� and comprehensive, the prediction of

noncanonical interactions has only recently begun. Programs such as

RNAwolf [199] and JAR3D [198] can take a sequence and predict the

non-Watson Crick interactions present among the available unpaired

nucleotides. Unfortunately, the energy parameters required to describe

noncanonical interactions are not as well de�ned and much more nu-

merous leading to di�culty in achieving accuracy comparable to that

of canonical structure prediction. Nevertheles, such interactions bring

us one step closer to the prediction of the tertiary structure of an RNA

molecule and can be used as an input to full tertiary structure prediction

methods, an approach that we have begun to develop as described in

Section 11.3.





3
RNA TERTIARY STRUCTURE

While RNA secondary structure is de�ned by the base pairing between

intra-molecular nucleotides, tertiary structure describes the structure of

the molecule in 3D space. �e tertiary structure describes where helices,

nucleotides and atoms are located with respect to each other. A full ter-

tiary model of an RNAmolecule is de�ned by the positions of all its atoms

and can be obtained using X-Ray crystallography or NMR spectroscopy

(Chapter 2). Lower resolution methods such as cryo-EM provide a coarser

view of electron density wherein only the positions of the larger regu-

lar components such as helices can be accurately resolved. . At an even Recent advances can
actually yield
near-atomic resolution
from cryo-EM data [8].

lower resolution, small angle X-Ray scattering (SAXS) experiments yield

information about the general shape and radius of gyration of a molecule.

Much as experimental techniques yield tertiary structure data at vary-

ing levels of resolution, tertiary structure prediction tools also create

models at varying levels of resolution. As described in detail in Chap-

ter 4, the available tools yield predictions with details from the level of

individual atoms to the level of entire helices. Before these methods are

introduced in Chapter 4, this chapter will provide examples of the impor-

tance of tertiary structure in explaining molecular mechanisms. �ese

examples were chosen to demonstrate how RNA’s tertiary structure plays

a role in key cellular processes. �ey seek to highlight the importance of

features that can not be described by the sequence or secondary structure

alone and thus require some knowledge of the geometric arrangement

of the atoms of the RNA to explain their mechanism of action. �is is

not meant to be an exhaustive list, and it intentionally omits the most

striking example of the ribosome in favor of simpler, perhaps less well

known anecdotes involving shorter stretches of RNA.

�e 2009 Nobel Prize in
Physiology was
awarded to Jack
Szostak, Carol Greider,
and Elizabeth
Blackburn for the
discovery of "how
chromosomes are
protected by telomeres
and the enzyme
telomerase".

the telomerase pseudoknot is crucial to the elonga-

tion of telomeres Telomeres are sections of repeated nucleotides

at the ends of chromosomes which are essential for DNA replication and

chromosome protection [104]. A�er DNA replication, they are extended

by an enzyme known as telomerase in a process with far-reaching implica-
tions for the health and longevity of the organism. Key to the function of

telomerase is a bound pseudoknotted RNA strand which serves as a tem-

plate for DNA extension. �is pseudoknot is stabilized by a triple-helix

structure, the necessity of which has been demonstrated not only by mu-

tational studies but also by comparative analysis. A lack of conservation at

17
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the sequence level is balanced by a strong conservation on the structural

level which is highly suggestive of a structural basis for its function [166].

pkr-mediated translation inhibition depends on nu-

cleoside modifications One of the innate cell immunity mech-

anisms to defend from invading viruses is PKR-mediated translation

inhibition. By recognizing foreign RNA particles, the signaling cascade

triggered by PKR leads to the inhibition of translation in the cytoplasm

and thus interferes with the production of new viral particles. �e basis

for the recognition of foreign RNA molecules is not completely clear,

but it is thought to be dependent on the tertiary structure of the target

molecules. More speci�cally, transfer RNA (tRNA) isolated from the mito-

chondria, which lack nucleoside modi�cations are able to activate PKR

whereas cytoplasmic tRNAmolecules, which tend to be heavily modi�ed

do not trigger PKR. Even though the two molecules have the same se-

quence, secondary structure, and likely tertiary structure, the nucleoside

modi�cations a�ect its ability to activate PKR. �is could be due to the

modi�cations’ tendency to prevent the dimerization of tRNAmolecules, a

state that also leads to the activation of the innate immune response. A de-

tailed view of the tertiary structure could shed light onto the mechanisms

and factors responsible for PKR recognition and activation [126].

protein translocation to plasma membrane depends

on the tertiary structure of the signal recognition

particle Many proteins need to be translocated from the ribosome

to the plasma membrane upon translation termination or during tran-

scription itself (along with the ribosome). Nascent membrane-bound

peptides have a hydrophobic signal amino-acid sequence which indicates
that they should be inserted into the membrane. �e exact sequence of

events leading to this translocation, while not entirely clear at the mo-

ment, is known to rely on the presence of a highly conserved 4.5S signal

recognition particle (SRP) RNA. Two proteins, FtsY and Fhf interact with

the SRP RNA and the nascent signal sequence to attach it to the translocon

and move the entire complex to either the endoplasmic reticulum or the

plasma membrane [6]. �e structure of the SRP RNA is essential to this

process as it provides a sca�old for the FtsY and Fhf proteins to attach and

mediate the translocation process. Furthermore, the presence of a single

bulged nucleotide is essential for the function of the entire complex.

cooperative rna structure dependent protein binding

helps regulate translation �e protein sponge RsmZ acts to

sequester the translation repressor RsmE. A single RsmZ RNA can bind

up to �ve RsmE dimers which serves to sequester it and inhibit its ability

to repress translation. �e binding of this protein is cooperative insofar
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as the binding of the �rst and second dimers increases the a�nity for

the third dimer by changing the tertiary structure of the RNA molecule

and bringing the two binding sites for the third dimer into an optimal

con�guration for protein binding[41]. �is mechanism of action requires

no changes to the secondary structure of RsmE and is mediated purely

by alteration of its tertiary structure induced by the binding of the RsmZ

protein.

rna splicing depends on small nuclear rnas RNA splic-

ing, the mechanism for excising introns from a nascent RNA transcript,

relies on a major assembly of proteins and RNA molecules (dubbed the

spliceosome) to convene, cut out the intron and ligate the two ends of the

exons. While the exact mechanisms of the well orchestrated cleavage and

ligation reactions are still not completely characterized, it is known that

non-messenger RNA molecules play an important role in the process.

In particular, the U6 small nuclear RNA (snRNA) is responsible for the

catalysis of both splicing reactions [44]. Its major role lies in positioning

metal ions such that they catalyze the phospho-transesteri�cation of splic-

ing. �is is achieved by forming a triple-helix structure similar to that

found in the group II intron [45]. Tertiary interactions between an AGC

triad (in a helix) and a conserved bulge 5bp away provide a sca�old for

coordinating the two metal ions. �us, the snRNA plays an important role

in the splicing reaction in large part because of its tertiary structure.

�e Group II intron, a putative predecessor of the spliceosome, pro-

vides a striking example of the importance of RNA tertiary structure

in catalyzing splicing reactions. �e Group II intron is a self-splicing

ribozyme which is capable of inserting itself back into a genome [19]. �e

self-splicing functionality can be detected in vitro in the absence of auxil-

iary proteins, making it particularly curious in light of the RNA world

hypothesis. It is thought to share functional and evolutionary similarities

with the spliceosome responsible for pre-mRNA processing in eukaryotes.

In this light, insights into the process of splicing on an atomic level are

revealing on both a mechanistic as well as an evolutionary level. Such

studies delve deep into the role that tertiary structure motifs such as triple

helices, kink turns, and ion binding active sites play in positioning and

catalyzing the excision of the intron from the containing transcript [111].

trna binding requires a precise fit between the trna

and the t-box rna tRNAs are ubiquitous within all living cells and

serve to transport amino acids to the peptidyl transferase center of the

ribosome so that they can be incorporated into the nascent polypeptide

chain.�ey are o�en subject to modi�cation [63, 168, 2] and cleavage and

are the targets of multiple regulatory pathways [90]. While the impor-

tance of the tertiary structure in modi�cation and cleavage is self-evident,
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its role in regulation is less trivial. Tomaintain a constant concentration of

tRNA, over-abundance should lead to decreased production and scarcity

should lead to over-expression. In many scenarios, these regulatory con-

straints are mediated by the pairing of a ncRNA to an mRNA transcript

and thus causing its (the mRNA’s) degradation. While this process relies

on base pair complementarity between the ncRNA and the mRNA, tRNA

is recognized by a regulatory element by way of its tertiary structure [59].

�e T-box riboswitch is a regulatory element found in the 5’ end of

gram-positive bacteria that regulates molecular machinery tasked with

maintaining the pool of charged amino-acyl tRNAs. It recognizes un-

charged tRNAs and changes its conformation leading to the expression of

genes associated with the charging of tRNAs [59, 110]. When there is no

bound uncharged tRNA, a downstream terminator stem is formed which

leads to a downregulation of gene expression.

�e tertiary structure formed by the T-box RNA recognizes the tertiary

fold of tRNAmolecules. �is recognition, in turn, e�ects a change of con-

formation within the T-box RNA bringing the 3’ terminus of stem I closer

to the acceptor end of the tRNA and thus allowing the proper regulatory

function of the T box RNA.�e recognition of the tRNA requires the pres-

ence of an internal "E-loop" which recognizes the anticodon sequence

of the tRNA molecule. �e stem loop at the apex of stem I then stacks

onto the t-loop of the tRNAmolecule allowing for a sort of docking of the

tRNA along the stem I structure of the T-box RNA.�is binding leads to

the folding of the proximal residues of stem I into a K-turn. With little

to no change in the secondary structure of either molecule, a regulatory

e�ect is achieved by the recognition of the tertiary fold of the tRNA by

the T-box RNA and the alteration of its tertiary structure upon binding.

group i intron �e Group I intron is a class of self-splicing ri-

bozymes found in protozoa (Tetrahymena) and some bacteriophage T4
genes [104]. While they can function alone, they are also found in ri-

bonucleoprotein (RNP) complexes [134]. In the example cited above, a

mitochondrial tyrosyl-tRNA synthetase (TyrRS) "provides an extended
sca�old for the phosphodiester backbone of the conserved catalytic core of
the intron RNA, allowing the protein to promote the splicing of a wide va-
riety of group I introns" [134].

summary �ese examples should provide an introduction to how

tertiary structure in�uences RNA function. It should also serve as justi�ca-

tion for the work done predicting tertiary structure. If we could accurately

measure or predict tertiary structure, we would be better positioned to un-

derstand the underlying mechanisms of the processes mentioned above.

�e road to accurate prediction, however, is long and winding. To reach
our goal, we have to explore many di�erent paths. �is, both proverbially
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and literally, is the goal of this work. We wish to sample and evaluate

many di�erent structures in the hope of �nding some which are similar

to the native (real) structure.





4
PREVIOUS METHODS FOR RNA TERTIARY STRUCTURE

PREDICTION

4.1 Birds-eye view of existing methods

�e �eld of tertiary RNA structure prediction started in earnest in the

mid-2000s with the publications of FARNA [35] and the MC-Fold | MC-

Sym pipeline [131]. Since then, the �eld has expanded to encompass a

number of di�erent ways of building tertiary RNA structures. With the

exception of BARNACLE, the discrete molecular dynamics-based ap-

proaches [39, 165] and GARN [22], most methods employ some form

of fragment assembly to stitch together pieces of known structures to

form a prediction or set of predictions of the tertiary structure of the

input sequence. �e following two paragraphs will brie�y describe how

each method generates its structures, while the sections therea�er will

provide a more comprehensive overview of how they come to their �nal

predictions.

Fragment assembly can come in many di�erent forms, depending on

the size of the fragments and how they are selected. FARNA and FAR-

FAR [36] use fragments of consecutive nucleotides up to 3 nucleotides

long which are taken from the ribosome crystal structure. NAST [82] ap-

pears to use torsion angles obtained from consecutive nucleotides found

in the ribosome. �e MC-Fold | MC-Sym pipeline uses nuclear cyclic

motifs, which represent fragments that contain both covalently linked as

well as base-paired nucleotides. 3dRNA [197], RNAComposer [142], and

Ernwin [87] all use fragments from entire secondary structure elements

(i.e. stems or loops). While RNAComposer and Ernwin use fragments

that are either automatically generated, present in the PDB or found in pre-

viously predicted structures, 3dRNA extracts fragments from the SCOR

Database [172], the RNA Junction database, or from the PDB (in the case

of pseudoknots).

�e graph-based sampling approach of Kim et al. uses junctions pre-

dicted using the RNA Junctions as Graphs module (RNAJAG) [98] and

�xed angle and distance increments for changing the orientations of the

non-junction bound helices. GARN [22, 99], in a similar fashion, uses

�xed torsion angle increments of 60 degrees in order to adhere to the tri-

angular lattice on which its simulations take place.�e discrete molecular

dynamics-based approaches use a discretized force �eld to push the struc-

tures toward energetically favorable conformations and thus do not need

a special method for assembling structures. Finally, BARNACLE uses a

23
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generative probabilistic model which generates realistic local structures

in continuous torsion angle space.

�e remainder of this chapter will introduce each of the methods previ-

ously mentioned in more detail. �is is intended to serve as a description

of the context within which we developed Ernwin [87] as well as to un-

derscore which aspects of other prediction methods we tried to improve.

Our approach is detailed in a publication [87] in the journal RNA and

is reproduced in Chapter 6 here. More information about our coarse-

grain model can be found in the Methods (Chapter 10) while its uses and

potential improvements can be found in the Results (Chapter 11).

4.2 FARNA and fragment assembly

Building on the success of the Rosetta package [169] for protein structure

prediction FARNA (fragment assembly of RNA) [35] employs fragment

assembly coupled to a knowledge based potential to create models of

tertiary RNA structure. �e fragments used for building the structure

are selected based on a reduced two letter, purine - pyrimidine based

alphabet. �e energy function contains general terms for compactness

("proportional to the radius of gyration"), steric clashes for avoiding ex-
cluded volume as well as a number of RNA speci�c terms such as the

relative orientations of the nucleotides involved in base pairs, the stagger

(howmisaligned the base centroids are along the axis normal to the plane

of one base) and the stacking (how aligned the base normals are) between

successive paired nucleotides, as well as a number of other minor energy

terms relating the orientations of interacting nucleotides.

�e results claim that FARNA can and does recapitulate noncanonical

structures found in small fragments, but has a harder time with larger,

more complex structures. �e authors state that de�ciencies in both the

sampling procedure and the energy function are to blame for the poor

predictions. Evidence of the former lies in the fact that for some sequencesDiagnosing sampling vs.
energy functions helps

distinguish which aspect
of a structure prediction

method needs
improvement.

no structures are sampled with energy lower than the native, while the

latter is diagnosed by the presence of non-native like structures with

energy lower than that of the native. Both of these inconsistencies can

be observed when generating structures for di�erent inputs indicating

that their approach su�ers from both insu�cient sampling as well as

from an inaccurate energy function. �e authors hint that the problem

of insu�cient sampling can be addressed by using more computational

resources whereas the problem of inaccurate energy can be tackled by in-

corporating �ne-grained terms such as hydrogen bonds as well as explicit

inclusion of water locations into the energy function. �ese suggestions

are prescient of the publication of the next paper on using Rosetta as an

RNA structure prediction tool (FARFAR).
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As the FARNA method is implemented within the Rosetta structure

prediction suite, all future references to the use of Rosetta for RNA

structure prediction will refer to the method described here as FARNA

as well as the FARFAR extension described below.

4.3 FARFAR adds high resolution energy

As an extension of the low-resolution FARNAmethod, FARFAR [36] adds

an additional high resolution re�nement step using the Rosetta all-atom

energy model. It achieves exemplary results for half of the 32 models

(with lengths of 6-23 nt) of short noncanonical segments that it was tested

on. In the cases where poor models were created, the blame fell on the

sampling procedure due to its failure to produce models with energy as

low as or lower than the native structure. �e successful predictions were

limited to motifs with 18 or fewer nucleotides. In addition to computing

the structure for a given sequence, the reverse problem of computing

sequences to �t a particular structure was attempted and veri�ed using

structure mapping experiments.

If we could accurately predict noncanonical motifs, then they could be

spliced together to generate larger structures. We could create libraries

of accurate predicted conformations for any number of RNA motifs

and use those as building blocks to assemble larger structures. Assembly

methods for larger structures already exist and include the structure

prediction topic of this thesis. Having a library of accurate structural
fragments should serve to signi�cantly constrain the conformational

space that needs to be explored while sampling RNA tertiary structures.

Such an approach has been tried within the Rosetta framework [91] and

could also be combined with our implementation in order to improve the

e�ciency with which the conformational space is explored.

4.4 �eMC-Fold | MC-Sym pipeline

In one of the �rst and most basic attempts at piecing together secondary

structure elements, Parisien et al. introduced the use of nuclear cyclic

motif (NCM) for the automated generation of both secondary and tertiary

structures using the MC-Fold | MC-Sym pipeline [131]. NCMs are small

indivisible cycles that are present in any RNA secondary structure when

it is represented as a graph with nucleotides as nodes and backbones and

base-pairs (both canonical and noncanonical) as edges [100].�ese cycles

can be extracted using Horton’s algorithm [74] and the smallest such cycle

would contain 3 nucleotides.

�e MC-Fold step of the MC-Fold | MC-Sym pipeline generates sec-

ondary structures by combining NCM fragments. For hairpin loops, MC-
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Fold enumerates a set of NCMs which can be used to construct the loops.

For multiloops a recurrence relation is de�ned and the generation proce-

dure descends into subsections of the molecule while �lling in a dynamic

programming table of energies. �e energies contain terms derived from

the probability of seeing an NCM given a sequence as well as the prob-

ability of seeing combinations of NCMs. �e resulting output is a list of

secondary structures sorted by energy values.

�is list of secondary structures can then be passed to the MC-Sym

portion of the simulation, which generates tertiary structures from the

assigned NCMs. Because each NCM has a number of 3D fragments associ-

ated with it, and each structure is composed of multiple NCMs, it is the job

of MC-Sym to align adjacent fragments and to weed out structures with

steric clashes. For this it uses a Las Vegas algorithm to "try and explore

as many structures as possible within a 12 hour period". �ese structures

(all in PDB format) can then be piped to MC-Cons to extract a consensus

structure which maximizes the similarity score between it and all other

predicted structures.

�e approach proves well suited to predicting both secondary as well

as tertiary structure of RNAs given their primary nucleotide sequence.

Parisien et al. argue that it yields secondary structures with a higher

Matthews correlation coe�cient (MCC) than RNAsubopt for a corpus

of hairpin loop structure derived from the PDB. It furthermore yields

numerous tertiary structure predictions with an RMSD of less than 4Å

from the native for 13 tertiary structures described as hairpin loops, multi-

branch (Y-shape) and pseudoknot structures. �e quality of these results,

however, is balanced by the running time which is listed as taking 12 hours

(for structures up to 47nt long). �e results are promising, having low

RMSD and high MCC values, with the caveat that the presented results are

chosen as the best based on knowledge of the real structure. �is does

little to demonstrate the predictive power of the model in the case when

the real structure is not known and MCC and RMSD values can not be

calculated.

We improve upon this by reporting not only the best RMSD values, but

also the entire distribution of sampled RMSD values of our simulation

(in the case of benchmarks when the real structure is known). We also

sample faster and show results for structures up to 298 nucleotides long

(Ribonuclease P, PDB ID: 2A64 [84]).

4.5 ModeRNA for homology modeling

Adopting a technique commonly used for proteins, ModeRNA [151] uses

template based modeling to generate a tertiary structure starting from

a template (already known structure) and an alignment which indicates

how the query relates to the template. ModeRNA then performs a number
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of actions including "copying coordinates or residues that are invariant

between the target and the template, introducing substitutions for aligned

residues that di�er, adding or removing post-transcriptional modi�ca-

tions, processing insertions / deletions (indels) and adding structural

fragments for short regions without a template", in order to generate a

putative model of the query structure.

While changing bases and adding nucleotide modi�cations is relatively

trivial, dealing with insertions and deletions is slightly more involved.

Deletions require mending the backbone at the point of deletion while

insertions require �nding a �tting fragment to insert. Its �anking 5’ and

3’ ends must approximately overlap the 3’ and 5’ ends of the nucleotides

�anking the insertion point in the template. It must have a sequence

similar to the query sequence and it must not introduce steric clashes

when inserted into the template structure. A search for such a fragment

is run on a database of resolved 3D structures. Insertion of the fragment

is followed by a round of full cyclic coordinate descent (FCCD) [20] to

connect its ends to the backbone of the template.

ModeRNA works well for modeling homologous sequences but su�ers

when two sequences diverge evolutionarily. It will never �nd a completely

novel arrangement of helices, nor does it give any consideration to the

long-range interactions which are so important in stabilizing a tertiary

structure. Active sites or functionally important loop regions which di�er

between the target and query are modeled with little regard to the context

beyond the immediate backbone vicinity and may thus miss important

non-local interactions. Nevertheless, ModeRNA can be a worthwhile tool

for obtaining a glance at what the tertiary structure of a new sequence

may look like as long as it is related to a known sequence. By building up

structures from much smaller fragments, we avoid the pitfall of needing

a close evolutionary relative and allow users to get an idea of novel helical

arrangements that may be possible for a given secondary structure.

4.6 Discrete molecular dynamics for fast force �elds

Shortly a�er the work of Das et al. and Parisien et al. in predicting RNA

structure using fragments and nuclear cyclic motifs came one of the

�rst uses of coarse-graining for RNA structure prediction. Ding et al., in

attempting to speed up molecular dynamics-based folding simulations,

introduce the use of a three-bead per nucleotide model of RNA structure

[39]. �ey run simulations using discrete molecular dynamics (DMD),

which replaces the traditional continuous energy potential functions used

in molecular dynamics situations with discrete analogs [143] in order

to reduce their computational demands. By discretizing the potential

function, the forces between two nucleotides can o�en be omitted when

they are far enough from each other.
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�e simulations outlined in Ding et al. extol a fast method capable of

elucidating not only the predicted structure, but also the path it followed

to to the minimum free energy structure. �ey boldly claim that the "ma-

jority of DMD-predicted 3D structures have less than 4Å deviations from

experimental structures" (for their test set of structures between 10 and

100 nt), which would be an extraordinary achievement even now seven

years a�er the publication. Unfortunately, a cursory examination of the

structures predicted reveals that a large majority are simple helices with

a short hairpin loops which are likely also modeled well using FARNA.

Nevertheless, there is no doubt that their approach is a novel way to tackle

the RNA folding problem, albeit one with limited applicability to larger

RNAs.

iFoldRNA is aweb-based implementation of theDMDmethod outlined

above [165]. �e three bead per nucleotide representation obtained is

decorated with the positions of the individual atoms and returned to the

user. While useful as an easy-to-use web-based prediction tool, it only

works for queries containing less than 50 nucleotides. �e time required

to run a simulation can take up to a half hour.

As no binary is available for the original DMD application and struc-

tures longer than 50 nucleotides can not be submitted to iFoldRNA, it

is di�cult to assess the performance of this approach on longer RNAs

with more convoluted secondary structure. �e stated running time of 5h

for 2x106 DMD time units (presumably long enough to closely approach

the global minimum energy) on 8 cpus, furthers dims the prospects of its

utility for longer structures.

4.7 NAST coarse-grains and uses a knowledge-based potential

Extending the concept of coarse-graining, Jonikas et al. introduced a

one-point per nucleotide model of RNA tertiary structure [82] as part of

the Nucleic Acid Simulation Tool (NAST). �ey use an energy function

derived from observed dihedral angles and distances between two, three

and four sequential nucleotides. �is training data is obtained from the

crystal structures of three di�erent ribosomes. �ey include a repulsive

term between unbonded nucleotides to compensate for excluded volume

and constrain paired nucleotides to geometries favoring an ideal right-

handed A’-form helix. Finally, NAST allows the input of tertiary structure

constraints for long-range interactions.�ese, however, must be manually

added from known sources of data such as probing experiments, FRET

studies and/or already known crystal structures. �e article makes scant

mention of how local structure is sampled other than that it "samples

local geometries observed in ribosomal RNA".

�e authors report an RMSD of 16.3Å for the 158-residue P4-P6 fragment

of the Group I intron (PDB ID: 1GID [28]), which is achieved with the
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help of long-range contact information from covariance analysis [120].

�ey claim that their method is feasible for structures up to and above

377 nucleotides in length. While this may be true, enforcing secondary

structure via terms added to the energy function increases the ruggedness

of the energy landscape and increases the di�culty of �nding the global

minimum. �e simulation will have to �nd both the ideal secondary

structure as well as the tertiary structure to yield a correct prediction. We

overcome the former challenge by starting with already formed secondary

structure features and focusing on arranging them in 3D space. �is

eliminates the need to bring pairing partners together and allows us to

focus on �nding potential long-range interactions.

4.8 BARNACLE creates models in continuous torsion angle space

So far, every method listed has either used fragments from known struc-

tures [35, 131, 151] or a physics-based simulation to gradually push atoms

towards their minimum free energy state [36, 39]. In the former, the pro-

posal distributions have relied on stitching together discrete fragments

from the corpus of known structures. While e�ective, these methods run

the inherent risk of missing any fragment which hasn’t currently been

cataloged in the (rather meager) collection of known RNA structures.

Local conformations in the vicinity of a known fragment can be com-

pletely invisible to the sampling procedure due to their absence from the

structure database. �is situation is antithetical to what actually occurs in

nature, where conformations exist in continuous space and can occupy

states in�nitesimally close to others. �e sheer number of potential con-

formations available to even the smallest RNA render the idea of explicitly

storing every possible fragment lamentably unfeasible.

�at is not to say it’s not possible sample such a variety of confor-

mations. It just requires an adequate representation in the form of a

continuous probability distribution. �e work of Frellsen et al. [52] in-

troduces the use of dynamic bayesian networks (DBNs) [57] to create

a generative probabilistic model of RNA tertiary structure. �ey build

on a prior approach [21] to sampling realistic local protein structure to

create a framework for not only generating local RNA structure, but also

evaluating its probability. �e authors show that the distribution of di-

hedral angles sampled from BARNACLE closely matches that of known

3D structures. By modeling torsion angles using the circular von Mises

probability distribution [112], they avoid the problem of discretizing the

conformational space and create a proposal distribution that yields in-

�nitely variable tertiary structures. Combining this model with an energy

function is demonstrated in a didactic manner and largely le� to future

endeavors.
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�e so�ware is available as a stand-alone program or as a set of python

bindings. Due to the lack of energy terms for secondary structure or long-

range interactions, its utility is limited to sampling short single-stranded

fragments. With minor tweaking it could be retooled to generating all-

atom models of loop regions. If the helical regions are positioned using a

coarse-grain model such as ours, then the loop regions can be accurately

and e�ciently built using a �ne-grain tool such as BARNACLE. Such a

fusion would require implementing an energy term to coerce BARNACLE

fragments to start and end at certain points and is le� as a potential avenue

for further exploration.

4.9 3dRNA assembles fragments from SCOR and RNAJunction

3dRNA [196] is a method of assembling secondary structure elements

(SSEs) to form complete 3D models. It takes loop fragments from the

Structural Classi�cation of RNA (SCOR) database, junction fragments

from the RNAJunction database, and pseudoknots from structures in the

RCSB PDB database. Fragments are selected from the databases based

on sequence similarity and then stitched together by aligning the over-

lapping regions (i.e. the 3’ end of a forward fragment to the 5’ end of

the rear fragment). Structures are then subject to molecular dynamics

energy minimization using the AMBER 98 force �eld to correct any in-

consistencies before the results are returned to the user. Its reliance on

databases of structural fragments makes this method di�cult to extend

to structures with previously unseen geometries. Furthermore, the work

is not available as a binary or source code while the online tool produces

only empty PDB �les (at the time of writing of this document).

�e Structural Classi�cation of RNA (SCOR) database [172] catalogs 3D

RNA structures according to the motifs they contain.�ese are organized

into a directed acyclic graph, wherein more general classes (e.g. internal

loops or hairpin loops) have more specialized children (e.g. loops with

base triples or loops with dinucleotide platforms).

�e RNAJunction database [16] contains records of 3D junctions, in-

terior loops, bulges and loop-loop interactions. It claimed, at the time

of writing, to be the only database to store information about kissing

hairpins as well as the only database that can be searched by inter-helical

angle values. �is makes it a potentially useful tool in creating de novo

designed 3D RNA folds. Helix orientations are calculated by superimpos-

ing an idealized helix onto the query helix using the C4’ atoms. �ese

two databases and their role in assembling RNA tertiary structure are

mentioned to inform the reader of the presence of catalogs of motifs

and the e�orts to assemble them into accurate models of RNA tertiary

structure. �ey pave the way for the next two methods, both of which
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use a related technique as well as for our work on creating ensembles of

assembled structures.

4.10 RNAComposer assembles fragments using machine translation

RNAComposer [142] is a tool for quickly generating de novo 3D mod-

els of RNA structures from a sequence and secondary structure. It uses

machine translation to convert secondary structure representations to

3D models. �e translation uses a dictionary which maps individual sec-

ondary structure elements such as stems and loops to tertiary structure

fragments.�ese structural fragments are then glued together via superpo-

sition of their overlapping ends and then subject to energy minimization

using XPLOR-NIH [157].

Suitable fragments for building the tertiary structure are �rst chosen

based on the topology of the secondary structure element they are in (e.g.

interior loop with one unpaired nucleotide on one strand and two on

the other), "sequence similarity, pyrimidines/purines compatibility, source
structure resolution and the energy", (where the energy is presumably ob-
tained from the molecular dynamics energy minimization of the frag-

ment). In cases when no appropriate fragments are present, RNACom-

poser generates a fragment using the CYANA package [61]. When used

with perfectly accurate secondary structure, RNAComposer generates

exemplary models for many (not all) test structures. Its accuracy, how-

ever, drops precipitously when used with imperfect secondary structure,

as obtained from prediction tools such as RNAfold, for example (See

Section 11.5).

While useful as a tool for obtaining a quick glance at what an RNA

structure may look like, the lack of source code or a binary tool precludes

RNAComposer’s use locally or on a large scale. �e online application

provides up to tenmodels per sequence/secondary structure combination.

�is is a step toward providing ensembles of structures, but inadequate

for any application that may require a thorough exploration of the confor-

mational space of an RNA molecule.

4.11 RNAJAGpredicts helical geometries used to sample coarse-grain struc-
tures

More recently Kim et al. [89], created an ultra-coarse-grain model com-

prised solely of line segments.�eRNA secondary structure is represented

as a graph with nodes at the ends of each stem and in the middle of each

junction. Key to their approach is the use of the RNA Junctions as Graphs

(RNAJAG) module [98] for predicting the topologies of RNA multiloop

junctions. �is method uses a random forest trained on the lengths of the
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unpaired segments in junctions to predict the orientations of the adjacent

helices. �is allows them to �x one of the greatest sources of variation in

an RNA structure, namely the junction, and to focus on sampling values

for the other elements.

By varying the angles between adjacent stems and evaluating an energy

based on the bending and torsion angles between helical segments and

including a term for the radius of gyration Kim et al. are able to generate

a variety of stuctures containing reasonable local and global structure.

�e sampling proceeds according to the standard Metropolis Hastings

criterion and the lowest energy structure is compared to those obtained

by other methods. �e results are underwhelming but do show a slight

preference for better RMSD (as compared toMC-SYM, FARNAandNAST)

for structures composed of less than 70 nt). �e publication makes no

mention of the availability of this approach as a usable program.

4.12 GARN uses game theory to sample coarse-grain structures

With a stated goal very similar to ours, GARN [22] seeks to explore the

conformational space of coarse-grained RNA molecules. To do this, it

represents a tertiary structure as a set of game theoretical players, each
of which corresponds to some SSE (i.e. helices and loop segments). �e

players are placed on a triangular lattice and allowed a set of moves which

determines where they will be placed in the next step of the simulation

(subject to certain constraints). Eachmove is associated with a knowledge-

based score derived from previously solved tertiary structures. Which

moves the players choose to take depends on the strategy they adopt in

playing the game.

�e results show that this approach does indeed sample a wide range

of conformations, many of which are in the low RMSD range. While the

reported structures are coarse-grain, the authors recommend a number

of tools for reconstructing all-atom models. �e program is provided

as a Java executable with examples and documentation. While its stated

aim of conformational space exploration is similar to ours, the sampling

approach of GARN di�ers greatly from our rejection sampling algorithm.

We furthermore explore structures in real space rather than on a lattice,

hopefully providing a slightly more realistic representation and an easier

route to generating all-atom models.

4.13 Summary

�e examples of RNA structure prediction programs presented here are

intended to inform the reader of the di�erent strategies used for creating

RNA structure models (short fragments, cyclic motifs, force-�elds, SSE
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fragments, DBNs, and simple geometric constraints) as well as some of

the sampling techniques (Las Vegas, Metropolis Hastings, game theory,

discrete molecular dynamics) used for exploring conformational space. It

should provide the reader with an overview of the state of the art in the

�eld as well as to give points of comparison and references to techniques

both related to and orthogonal to those that we employ.





5
VISUALIZATION

From the crystal of the �rst RNA molecule (a tRNA) [150] researchers

have resorted to a simpli�ed representation to display intra-molecular

base pairs. Because these base pairs are important not only to the function

of the molecule, but also to the distinction of di�erent classes of RNA

from each other, their display is essential for forming a visual model of

the molecule. Questions such as "which base pairs are near each other?",
"how many consecutive base pairs are in a region?", "is this paired region
near the 5’ end of the molecule?", or "how many helices branch out from
this unpaired region?" can be answered at a mere glance.
While secondary structure diagrams were already being drawn when

tRNA was sequenced, it wasn’t until the emergence of the initial wave of

secondary structure prediction programs [141, 40, 181, 129] that the need

for automated methods became pressing. As soon as a structure could be

predicted without the hardships of crystallization and X-ray di�raction,

many more structures could be generated and would need to be analyzed.

Given that RNA’s function is structure dependent, researchers wanted

a visual representation of the secondary structures being predicted by

the new algorithms. �is provided a strong impetus for the creation of

automatic secondary structure drawing tools.

Prior to the development of the �rst automatic RNA drawing algo-

rithms, RNA secondary structure was either sketched by hand or crudely

depicted by tediously arranging letters on a typewritten sheet of a paper in

a manner roughly reminiscent of ASCII art. Automated drawing allowed

researchers to easily create larger, more sophisticated diagrams with a

consistent look and feel. Secondary prediction programs could be coupled

to a visualization tool to immediately display a structure diagram without

the need to manually position each individual nucleotide.

�e tradition of automated RNA secondary structure diagram gen-

eration has continued unabated for the past three decades, and half of

this thesis is dedicated to furthering the state of the art by implementing

existing layouts using modern tools, making them easily accessible and

applying them to new contexts. �e rest of this introduction will report

on some of the key advancements in RNA secondary structure display.

35
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5.1 �e standard polygonal layout is aesthetically pleasing but prone to
overlaps

�e �rst recorded paper (as far as I can tell) devoted to the creation of

RNA secondary structure diagrams introduced the standard polygonal
layout [163]. �is method relies on drawing every loop as a regular poly-

gon, where a loop was either two adjacent paired nucleotides, an interior

loop, or a junction. �is produces aesthetically pleasing drawings for

smaller structures, but can lead to signi�cant overlaps when structures

become larger or simply have an inconvenient geometry. Figure 3 provides

an example of this layout for both a well drawn structure and one with

overlaps.

(a) Well-drawn Structure

(b) Overlap Structure

Figure 3: An illustration of the standard polygonal method of drawing secondary
structure where all loops are drawn as regular polygons and all base pair and
backbone distances are equal. Drawn using the fornac container described
in [86].

5.2 Radial drawing draws spindly diagrams devoid of overlaps

Shortly a�er publishing the standard polygonal layout for drawing RNA

secondary structure Bruce et al., set out to address the issue of overlap-

ping nucleotides by introducing the radial drawing layout [164]. It guar-
antees no overlaps which results in a spindly spread out �gure. For larger
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Figure 4: Creating a radial drawing starting from a circular layout. First chords are
drawn through the base pairs in the circular layout. Then the stems and
unpaired region are drawn outside the circle. The edges of the stems and un-
paired regions are linked. Finally the linker regions are shortened to compress
the drawing.
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Figure 5: The output of the NAView algorithm as implemented in RNAplot [71, 105].

molecules, the diagrams can become exceptionally large and illegible.

Bruce et al., expanded the concept one step further and proposed using

the radial layout as a guide to untangle the standard polygonal drawing.

Doing this in an automated fashion still leaves some overlapping regions,

for which the authors provide manual manipulation facilities to help the

user adjust and �ne tune the drawing to their preferred taste. �is is the

�rst use of manual manipulation in an automatically generated RNA lay-

out. �is features is prominent in our online structure display program,

forna [86], and essential for arranging the layout of larger structures to

correct overlaps.

5.3 �e NAView algorithm trades potential overlaps for aesthetic appeal

Taking inspiration from the radial drawing layout, Bruccoleri et al. set

out to give it a more aesthetically pleasing appearance [24] (Figure 5).

To do this, they modi�ed the algorithm to display the loop regions as

collections of polygons. By extruding or placing a long single stranded
sections outside of the loop they comprise, they are able to shrink the

radius of the loops and thus give the entire structure a more proportional

look while simultaneously avoiding (but not completely escaping) the

large overlaps that are introduced by the standard polygonal algorithm.

Furthermore, because the directions of the axes of the stems match the

directions of the bisectors of their chords in the radial drawing layout, they

argue that similar structures will have similar layouts, thus facilitating

comparison.

5.4 Force-directed layouts apply a general graph layout algorithm to RNA
structures

With the increase in the availability of computational power, more sophis-

ticated layouts became possible. One such method, the force-directed

layout, can be applied to any graph by treating links between nodes as
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Figure 6: An adenine riboswitch as laid out by the jViz.RNA force-directed graph lay-
out [187].

springs and applying a repulsive force between nodes to avoid overlaps.

In the case of RNA, nucleotides become nodes and backbone and base

pair bonds become links. A force is calculated at each iteration and the

particles (nodes) are moved to their next position until the structure

converges to a certain layout. Nakaya et al. [125] �rst demonstrated this

method on RNA. To improve the running time fromO(n2) (where n is
the number of nodes), they used the Barnes-Hut [11] approximation for

n-body simulations, where groups of distant points are treated as single

bodies. Furthermore, the algorithm itself is executed in parallel. �is

leads to improvements in running time for up to 20 processors, beyond

which the overhead of the extra processor negates the extra computational

power provided. �e lack of a publicly available program precludes the

display of a sample structure, but on qualitative level, they resemble those

produced by jViz.RNA (Figure 6).

�e force-directed graph layout makes another appearance in the suite

of RNA visualization tools called jViz.RNA [187]. �is program o�ers

an array of di�erent options for display an RNA secondary structure. Its

force-directed graph implementation lets the user drag and rearrange the

molecules. As soon as the user drags on an element, the force simulation

is triggered pulling the remaining nodes into an RNA-like conformation.

�e force-directed layout also plays a prominent role in our visual-

ization tool, forna [86] largely due to its ability to arrange nodes to

resemble RNA structure on a local scale, allowing for easy interaction

and manipulation of structures.

5.5 RnaViz can store of layouts for future reuse

User interaction was seen to be an important element of correcting impre-

cise or aesthetically displeasing layouts from the very beginning of auto-
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Figure 7: An adenine riboswitch as laid out by PseudoViewer [26].

mated RNA secondary structure drawing [164]. �e concept of manually

creating a layout, and then applying to it new structures was introduced

by De Rijk et al. [37]. RnaViz creates an initial layout and lets user modify

it (e.g. to remove overlaps or to place certain elements near each other).

�ey can then store this layout as a template and re-use it for other similar

molecules. A subsequent version of their tool, RnaViz2 [38], improves

annotation, zooming and scaling.

5.6 PseudoViewer draws pseudoknotted structures

On top of the inherent di�culty of creating aesthetically pleasing layouts

of planar non-pseudoknotted RNA structures lies the added challenge of

trying to depict pseudoknots. Pseudoknots, which consist of non-nested

base pairs ruin the planar property of RNA secondary structures. A pseu-

doknotted structure may require intersecting lines in order to be drawn

on a �at piece of paper. While that is not always the case, pseudoknot-

ted structures do deviate from the standard branching pattern of regular

nested RNA secondary structures. Pseudoviewer [66, 26] is both a Java as

well as a web application which can draw layouts including pseudoknotted

base pairs.

For non-pseudoknotted structures, Pseudoviewer’s layout is vaguely

reminiscent of a cross between the standard polygonal and the NAView

layouts. It arranges the nucleotides in loops in a circular fashion. Rather

than varying the distance between the nucleotide labels, however, it leaves

gaps at the start or end of the loop when there aren’t enough nucleotides

to �ll the space (Figure 7). �is gives it �exibility in arranging the helices

so as to avoid overlaps (which it does admirably). �e online application
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is sleek and easy to use, but o�ers users little opportunity to rearrange a

layout they don’t like.

5.7 VARNA is a cross-platform application with extensive functionality

Until the publication of VARNA [34], all of the tools available for drawing

RNA secondary structure were available only as desktop programs tied to

a particular architecture, or requiring re-compilation to work on di�erent

types of computers. VARNA introduced a Java application that allowed

users to draw RNA secondary structures on any operating system. While

it did not pioneer any new layout, it provided the facilities for creating

plots using one of four (standard polygonal, circular, linear, and NAView)

previously created layouts. By providing a web application as well as a

command line tool, users could either interactively create a quick sketch

or build a pipeline to automate the process for numerous di�erent inputs.





Part II

PUBLISHED WORK

�e two major topics of this thesis, tertiary structure predic-

tion and secondary structure visualization are each repre-

sented by one publication each. �ese publications describe

much (though not all) of the work done one on these topics

over the course of my time as a PhD student. Additional

descriptions of the methods as well as unpublished results

are presented in the subsequent two parts of this thesis:

Ernwin Publication (Chapter 6)
• Detailed description of the model: Chapter 8

• Detailed description of the sampling procedure: Chap-

ter 10

• Additional diagnostics and results: Chapter 11

• Suggestions for future exploration: Chapter 12

Forna Publication (Chapter 7)
• Additional details and suggestions for improvement:

Chapter 13

• Used to improve dot-plots: Chapter 14

• Used to show cotranscriptional folding: Chapter 15

• Used to diagnose tertiary structure predictions: Chap-

ter 16
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ERNWIN PUBLICATION

Peter Kerpedjiev, Christian Höner zu Siederdissen, and Ivo L. Hofacker.

PredictingRNA3Dstructureusing a coarse-grainhelix-centeredmodel.
in RNA 2015, 5:6.
doi: 10.1261/rna.047522.114

PK, CH and IL designed the study. PK implemented the so�ware and

wrote substantial portions of the article. IL and CH wrote portions of the

article.

�is is an Open Access article distributed under the terms of the Cre-

ative Commons Attribution License (http://creativecommons.org/

licenses/by/2.0), which permits unrestricted use, distribution, and

reproduction in anymedium, provided the original work is properly cited.
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ABSTRACT

A 3D model of RNA structure can provide information about its function and regulation that is not possible with just the sequence
or secondary structure. Current models suffer from low accuracy and long running times and either neglect or presume knowledge
of the long-range interactions which stabilize the tertiary structure. Our coarse-grained, helix-based, tertiary structure model
operates with only a few degrees of freedom compared with all-atom models while preserving the ability to sample tertiary
structures given a secondary structure. It strikes a balance between the precision of an all-atom tertiary structure model and
the simplicity and effectiveness of a secondary structure representation. It provides a simplified tool for exploring global
arrangements of helices and loops within RNA structures. We provide an example of a novel energy function relying only on
the positions of stems and loops. We show that coupling our model to this energy function produces predictions as good as or
better than the current state of the art tools. We propose that given the wide range of conformational space that needs to be
explored, a coarse-grain approach can explore more conformations in less iterations than an all-atom model coupled to a fine-
grain energy function. Finally, we emphasize the overarching theme of providing an ensemble of predicted structures,
something which our tool excels at, rather than providing a handful of the lowest energy structures.

Keywords: RNA tertiary structure; coarse-grain model; knowledge-based energy function; structure prediction

INTRODUCTION

Structured noncoding RNAs (ncRNAs) are an integral part of
every cell. In contrast to mRNAs, whose main duty is being
the messenger in the construction of proteins from DNA
genes, noncoding RNAs are involved in many regulatory
and functional processes. In these roles, the three-dimen-
sional structure of an ncRNA is of more importance than
the sequence of nucleotides making up the molecule. The
structure, however, is largely determined by the self-folding
of the sequence.

This structural importance has led to many approaches
to predict either the two-dimensional secondary structure
(Zuker 2003; Do et al. 2006; Lorenz et al. 2011) or the
three-dimensional tertiary structure (Das and Baker 2007;
Ding et al. 2008; Parisien and Major 2008; Frellsen et al.
2009; Jonikas et al. 2009; Popenda et al. 2012; Zhao et al.
2012). Compared with the former, predicting the tertiary
structure is both costly in terms of computational resources

and less accurate than secondary structure prediction.
These downsides are, however, balanced by the additional in-
formation encoded in the tertiary structure.
In this work, we propose an approach that bridges the gap

between abstract secondary structure prediction and concrete
all-atomic prediction with a coarse-grained tertiary structure
prediction and sampling approach for RNAs. This approach
is centered on the helix as the main immutable structural
feature.
We provide three interlinked contributions toward pre-

dicting RNA 3D structures.

I. We first introduce a coarse-grained graph that captures
the main structural elements of an RNA structure. It is
derived fromRNA secondary structures and defines the
structural relations of individual helices. Similar graph
representations and their use in structure prediction
have been mentioned by Zhao et al. (2012), Lamiable
et al. (2013), and Kim et al. (2014) but we aim to
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formalize their definition and illustrate its use as a
guide for building a coarse-grain 3D structure.

II. Each helix, or consecutive stack of Watson–Crick base
pairs in the form of a cylinder, is one coarse-grained
building block of our 3D model. Compared with all-
atom models, this greatly reduces the number of pa-
rameters that need to be considered, while the property
of helices of forming regular and consistent structures
makes this model feasible. We also give statistics on
the actual fit of this cylinder abstraction to observed
helices.

III. Finally, we provide a sampling algorithm that suggests
candidate folded 3D structures, which allows us to ex-
plore the ensemble of structures matching a particular
knowledge-based distribution of descriptors of the
coarse-grain tertiary structure. This leads to a sampling
of structures containing not only a realistic local struc-
ture but also a plausible global arrangement of the sec-
ondary structure elements.

Together these contributions yield a fast algorithm that
produces structural predictions competitive with more ad-
vanced methods as we will show.

Other methods and what we contribute

Initial approaches to the prediction of RNA 3D structure sim-
ply adapted the methods developed for predicting tertiary
protein structure (Das and Baker 2007). This yielded modest
accuracy for smaller molecules but suffered from extremely
low accuracy for any structure beyond ∼30 nt in length. A
subsequent approach broke the structure down into nuclear
cyclic motifs which could be assigned energy values and as-
sembled to form full structures (Parisien and Major 2008).
The work of Jonikas et al. (2009) introduced a coarse-grained
model which focused on the individual nucleotide as the sa-
lient building block of the RNA structure and used an energy
function based solely on dinucleotide statistics obtained from
the corpus of known structures. Such models have been suc-
cessfully used, e.g., for modeling the folding dynamics of
noncoding RNAs (Chen et al. 2013), or characterizing RNA
protein interactions (Vincent et al. 2012).
Since the turn of the decade newer approaches have fo-

cused on the statistically sound and efficient prediction of
local tertiary structure (Frellsen et al. 2009), on the assembly
of larger structures based on the knowledge of the structure
of existing secondary structure elements (SSEs) (Popenda
et al. 2012; Zhao et al. 2012) and motifs (Reinharz et al.
2012). An underlying theme of modern RNA structure pre-
diction approaches is the abstraction of the secondary struc-
ture of RNA into distinct elements with distinct properties.
With few exceptions, the structure of helices is relatively uni-
form. Similarly, interior loops, hairpins, junctions and 5′ and
3′ unpaired regions all share certain structural constraints, re-
spectively. In this article, we formalize the definition of each

element and introduce a framework for sampling different in-
stances of each element in order to sample the space of coarse-
grained 3D structures consistent with the given secondary
structure. Whereas previous attempts at reducing the degrees
of freedom in an RNAmolecule have ranged from using three
points to represent a nucleotide (Ding et al. 2008), to using
one point to represent a nucleotide (Jonikas et al. 2009), we
represent the helix using one line segment and two vectors
and consider elements linking helices as the degrees of free-
dom. It should be noted that a recent approach (Kim et al.
2014) has presented a very similar model using a helix-as-a-
stick representation of RNA 3D structure and combining it
with predictions of local junction topology to provide accu-
rate predictions of RNA structures. While our approaches
overlap in the abstraction of the structure, our method for
sampling local structure as well as our energy function formu-
lations differ significantly. Moreover, we emphasize our abil-
ity to generate ensembles of structures competitive with the
predictions of more sophisticated all-atom models.
The remainder of the article first describes the conversion

of a secondary structure to a graph representing the connec-
tivity between the different secondary structure elements.
This is followed by a description of the coarse-grain represen-
tation of a helix and themethods used to fit a helix to a known
all-atom structure. We then shift the focus to the parameters
used to assemble tertiary structures and the energy function
used to direct the sampling toward realistic structures. We
demonstrate the efficacy of this approach in generating struc-
tural ensembles that conform to the target distributions and
finish with a short comparison to other structure prediction
methods. The software implementing this approach is titled
Ernwin, is licensed under the GPL-V3 license, and is freely
available on Github (http://github.com/pkerpedjiev/ernwin).

MATERIALS AND METHODS

Secondary structure elements and graph definition

The secondary structure of an RNAmolecule can be represented as a
collection of elements that share similar characteristics in terms of
how they link the canonical helices within the structure. The indi-
vidual structural elements and their connectivity are depicted in
Figure 1. The graph representation (Fig. 1B), which is used to direct
the construction of the 3D model, is almost identical to the skeleton
graph described by Lamiable et al. (2013), and will be referred to as
such in the rest of this article. The following definitions assume the
lack of pseudoknots in the secondary structure.
“Stems” are canonical double-stranded helical regions. They are

identified by the nucleotides at each “corner,” that is, the nucleo-
tides at the 5′ and 3′ ends of each of the strands (see Fig. 1). The cor-
ners are numbered in increasing order from 5′ to 3′ such that c1(s) <
c2(s) < c3(s) < c4(s) where cn(s) is the index of the nucleotide at cor-
ner n of stem s. Stems may be connected to each other via interior
loops or multiloop segments.
The “5′ unpaired region” is the set of unpaired nucleotides at the

5′ end of the molecule. It is defined by the first and last unpaired

Ernwin structure prediction
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nucleotides before the first stem. This section is always connected to
the first stem. If there are no paired regions, then the entire molecule
will be a single 5′ unpaired region.

“Interior loops” are double-stranded regions which link exactly
two stems and contain no canonical base pairs, although they may
be rich in noncanonical base pairs (Leontis et al. 2006). These re-
gions always connect corners 2 and 3 of one stem (sj) to corners
1 and 4 of the next stem (sk), where the term “next stem” implies
that c1(sj) < c1(sk). Since no pseudoknots are allowed in our rep-
resentation we have c2(sj) < c1(sk) < c4(sk) < c3(sj). Interior loops
are defined by the nucleotides c2(sj) + 1, c1(sk)− 1, c4(sk) + 1, and
c3(sj)− 1 for sj and sk next to each other. If one strand of an interior
loop has no unpaired bases, then the interior loop is defined only by
the unpaired nucleotides on the other strand. The interior loop i1 in
Figure 1 connects the two stems s3 and s4.

“Multiloop segments” are single-stranded unpaired regions
which connect two stems that are not separated by an interior
loop. They can connect two stems sj and sk where sj < sk in three dif-
ferent ways: c2(sj)→ c1(sk), c4(sj)→ c1(sk), and c3(sj) → c4(sk). In
Figure 1 there are three multiloop segments: m1, m2, and m3.

The “3′ unpaired region” denotes the unpaired nucleotides at the
3′ end of the molecule. This region only connects with the last stem
in the structure (sl) and is defined by the nucleotide c4(sl) + 1 up to
the final 3′ nucleotide.

Creation of the secondary structure graph

The secondary structure graph is created from RNA second-
ary structure predictions. Currently, we use RNAfold from the
ViennaRNA v2 package (Lorenz et al. 2011). The coarse-grained
graph can be trivially created from any secondary structure repre-
sentation or prediction algorithm (i.e., minimum-free energy fold-
ing, centroid structures, nonphysics based methods) which does
not contain pseudoknots. Threading a coarse-grain model onto a
known 3D structure requires the extraction of the secondary struc-
ture, for which we use the annotation produced by MC-Annotate
(Gendron et al. 2001), removing the pseudoknots (conflict elimina-
tion method) (Smit et al. 2008), creating the secondary structure

graph and then fitting helices onto the all-atom model to get the
3D coordinates of the coarse-grain representation (see next section).

The helix and the 3D model

At the core of the Ernwin tertiary structure prediction package is the
reduced cylinder-like model of an RNA helix. The representation of
the helix is defined by a line segment indicating the start and end
points of the axis of the helix (as, ae) as well as two vectors pointing
from the ends of the axis to the middle of the first and last base pairs,
respectively (ts, te) as depicted in the schematic (Fig. 2; Supplemental
Fig. A.10). The calculation of these parameters cannot exactly repre-
sent a helix insofar as RNA helices deviate from an ideal double he-
lix. While such a representation has previously been alluded to
(Laederach et al. 2007; Popenda et al. 2012), the calculation of the
axis and twist vectors has never been explicitly defined. We tested
four different methods for fitting idealized helices to real RNA dou-
ble helices, the details of which are documented in Supplemental
Section A.5. The position of the twist values is illustrated in
Supplemental Section A.5.5 and Supplemental Fig. A.10.

Proposal distribution, model building, and sampling

The proposal distribution for new structures is based on a set of sta-
tistics relating the orientation of two adjacent helices, the orienta-
tions of hairpin loops, and the 5′ and 3′ unpaired regions relative
to helices. Just as the position of 1 nt relative to the previous can
be expressed as a function of the torsion angles and sugar pucker,
the position of one coarse-grain helix relative to the previous can
be expressed using a set of six different parameters (subsequently re-
ferred to as interhelical parameters) (Bailor et al. 2011; Sim and

FIGURE 1. The coarse-grain representation of the 2D structure of an
RNA molecule. (A) The paired regions are shown as gray rectangles.
The arcs show the path of the strand in connecting the paired regions.
The labels in black are names given to distinguish the different second-
ary structure elements in the graph. The elements f1 and t1 are the 5′ and
3′ unpaired regions, respectively. Elements starting with “s” correspond
to base-paired canonical helices. Elements starting with an “h” are hair-
pins. Interior loops and multiloops are denoted by names starting with
“i” and “m,” respectively. The numbers in red indicate the corners of the
stem. (B) The skeleton graph representation of the structure.

FIGURE 2. An illustration of the helix model for the 53 nucleotide
SMK box (SAM-III) Riboswitch RNA structure (C, PDB: 3e5c). The he-
lices are shown as green cylinders, interior loops as thinner yellow cyl-
inders, multiloops as collections of red cylinders, hairpin loops as thin
blue cylinders, and the 3′ unpaired region is shown in magenta. A 5′ un-
paired region is missing from this structure since the first nucleotide is
already paired. We denote the twist parameters as orange lines protrud-
ing from the axis of a helix as viewed along (A) and perpendicular (B) to
the axis of a helix. Each one is perpendicular to the cylinder axis and
points in the direction of the midpoint between the C1′ atoms of the first
and last base pair in the helix. In C, twist vectors are interpolated for the
base pairs in the middle of the stem with values stored only for the vec-
tors at the end of each stem.
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Levitt 2011). Likewise, much as the distribution of potential torsion
angles can be inferred by looking at solved structures, so can the
range of potential interhelical parameters. This distribution, which
should exclude parameters which lead to impossible configurations
(due to steric hindrances, for example), is partitioned according to
the size of the secondary structure element (i.e., interior loop or
multiloop), which separates the two stems (see “Secondary structure
elements and graph definition”).
The current implementation uses parameters mined from a

large corpus of predicted 3D structures to ensure there is no
overlap between the tested structures and the statistics used to
predict them. This approach can be used to supplement statistics
mined from known structures in cases where no instances of a
particular secondary structure element are known. Each predicted
3D structure was created from a random sequence whose second-
ary structure was predicted using RNAfold (Lorenz et al. 2011)
and whose 3D structure was predicted using FARNA (Das and
Baker 2007).
The 3D model is initially built by sampling orientation parame-

ters for every interior loop, multiloop, hairpin loop, 5′ and 3′ un-
paired region. Using the parameters for a coarse-grain element is
analogous to inserting a fragment for that element into the overall
structure. The length and twist parameters for each stem are also
sampled from the list of known parameters to account for the slight
variability seen in the structure of canonical helices. The initial mod-
el is built by traversing the skeleton graph (Fig. 1B) and placing each
element in relation to the one preceding it. Due to the cyclical nature
of junctions, one segment is necessarily determined by the orienta-
tions of the other segments. A break is introduced in the multiloop
segment with the largest number of nucleotides of all the segments
in a particular junction.
Direct sampling from the proposal distribution produces struc-

tures that have native-like local structure but lack long-range tertiary
interactions and global structural properties found in real structures.
We therefore need to add an energy function that enforces global
features, such as compactness of structures, and favorable long-
range interactions, which we will describe below. In order to sample
from the corresponding distribution we implement a Markov chain
Monte Carlo (MCMC) simulation. At each sampling step, one loop
or stem is picked at random, its parameters are resampled, and the
resulting structure’s energy is evaluated. The new structure is accept-
ed or rejected according to the Metropolis Hastings rule using the
energy function. The secondary structure is kept fixed during the en-
tire simulation.

Energy function

Before explaining the energy function, wewill state the definitions of
a few commonly used terms:

Measure: some quantifiable property of a 3D structure (e.g., its ra-
dius of gyration).

Proposal distribution: the distribution of structures obtained using
only the statistics on the orientation of adjacent helices.

Target distribution: the desired distribution of a measure, i.e., the
distribution observed in native structures of the appropriate
size (i.e., smaller structures will have a greater chance of having
a lower radius of gyration).

Sampled distribution: the distribution of a measure among all of the
structures sampled over the course of a simulation.

Background distribution: the sampled distribution of a measure for
a simulation run using only the constraint energies, equivalent to
the distribution of the measure induced by the proposal
distribution.

Reference distribution: the distribution used to calculate the energy
values by comparison to the target distribution. Initially derived
from a set of decoy structures (see below), the reference distribu-
tion approaches the sampled distribution as more samples are
added from the MC simulation.

Our energy function is composed of five separate terms each of
which is described in one of the next subsections. Two are based
on physical forces to exclude impossible structures (called constraint
energies, and described in the subsections “Clash detection” and
“Junction closure detection”), the remaining three are knowledge-
based potentials derived from known structures (called noncon-
straint energies, and described in Radius of gyration, A-minor ener-
gy, and Loop–loop interaction energy). For comparison we also use
an energy function which returns a value of zero for every structure
(leading to constant acceptance of new structures and a direct sam-
pling from the proposal distribution) and is intended to mimic the
effect of using no energy.
The knowledge-based potentials are based on coarse-grained

measures whose distributions differ between native structures (tar-
get distribution) and structures sampled from the proposal distribu-
tion (reference distribution). For each of these coarse-grained
measures, we will present examples of the target distribution and
the reference distribution (as calculated from a decoy) as well as
the associated energy calculated by the reference ratio method
(Hamelryck et al. 2010; Valentin et al. 2014). The energy associated
with a value x of the measure is calculated as the log of the ratio of
the target distribution [pt(x)] divided by the reference distribution
[pr(x)] and multiplied by a factor c which serves as a parameter
for tuning how closely the target distribution shouldmatch the sam-
pled values (see Supplemental Section A.6.2):

E = −c∗log
pt(x)
pr(x) (1)

The target distribution is defined by subgraphs of the ribosome
structure (PDB: 1JJ2). For a given structure we calculate the mea-
sure of interest on all subgraphs whose sequence length lies within a
certain range of the target structure. The range is initially very nar-
row (within 1% of the length of the target structure) but is expanded
until there are at least 500 measures that can be used to define a
probability distribution for the target measure. For example, if try-
ing to model a structure with a length of 100, we would consider the
radii of gyration of all ribosomal subgraphs with a length between
100− x, and 100 + x, such that the number of available subgraphs
within that range is >500.
The background, or reference distribution, is initially approxi-

mated from random subgraphs of an artificial ribosome structure
(decoy) built using only the proposal distribution and the constraint
energy terms. In a typical knowledge-based energy function, this
corresponds to the reference state (Sippl 1995) and remains un-
changed throughout the simulation. As pointed out in Hamelryck
et al. (2010) and Valentin et al. (2014), however, the reference state
depends on the structure being sampled. The reference state for the
molecule being simulated is initially unknown, but can be approx-
imated over the course of the simulation. This leads to a reference
distribution which changes to reflect the ensemble of sampled
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structures. The energy function is therefore variable at least during
the burn-in phase of the simulation.

As more samples are produced by the MCMC, they are added to
the reference distribution and used in the calculation of subsequent
energies. Gaussian kernel density estimates are used to convert dis-
crete frequencies into continuous distributions for both the target
and sample distributions using a bandwidth selected using Scott’s
rule (Scott 2009). The bandwidth selection for the kernel density es-
timates smooths the distributions obtained from the training data re-
lieving the threat of trying to match a distribution specific to the
substructures of the ribosome which were used to estimate the pa-
rameters of the energy function. Ernwin recalculates the reference
distribution after every tenth MCMC step. This leads to a conver-
gence of the distribution of sampled coarse-grain measures to their
target distribution. It should be noted that while the reference ratio
method (Hamelryck et al. 2010; Valentin et al. 2014) uses multiple
complete sampling runs (iterations) to adequately describe the refer-
ence distribution such that samples are drawn from the target, we re-
create it multiple times over a single simulation, thus enabling a close
approximation of the target distribution over somepredictable burn-
in period (see “Energy function quality and simulation length”).

An illustration of the calculation of each of the nonconstraint en-
ergy functions is shown in Figure 3. Immediately visible is the ten-
dency for the energy to decrease in the regions where the probability
density of the target distribution is greater than the probability
density of the reference distribution. In practice, the reference distri-
bution and the concomitant energy function change according to
the values of the structures sampled over the course of the simula-
tion. This process is described in more detail in Supplemental
Section A.6.1.

Clash detection

To prevent two or more atoms from occupying the same space, a
heavy energetic penalty is imposed in such situations. As our model
does not track individual atoms, such an energy function has to be
somewhat indirect and imprecise. We have little to no hope of de-
tecting clashes between nucleotides which are not part of a helix.
There is simply too much variation in their spatial position, given
the parameters that define our model. The position of the remaining
nucleotides, which are in helices, can reasonably be approximated
and accounted for (see Supplemental Section A.1.1). These estimat-
ed positions will be referred to later as the virtual base pair and vir-
tual atom positions. Any clashes within the atoms of these
nucleotides are given a heavy energetic penalty to ensure the rejec-
tion of that conformation.

Junction closure detection

The construction of multiloops by placing subsequent helices inde-
pendently one after another leads to the problem that the param-
eters of the final segment of a multiloop will necessarily be
determined by the previously sampled segments. Since this set of pa-
rameters is calculated, rather than chosen from the known values, it
is possible that it corresponds to a sterically impossible structure,
e.g., when the distance between the ends of the two adjacent stems
is too large to be bridged by the nucleotides in between. To counter
this occurrence, we penalize such situations by imposing a large en-
ergetic penalty. The allowed distances are determined as a function
of the distance between the positions of the virtual P and O3′ atoms
of the capping nucleotides of the two adjacent stems.

Radius of gyration

Like proteins, albeit in a less pronounced manner, RNA molecules
tend to form compact structures. To measure the compactness of
the structure, we use the common radius of gyration (ROG) mea-
sure as calculated over the virtual residues of the stems of the struc-
ture (see “Clash Energy,” Supplemental Section A.1.1). Instead of
simply giving a bonus for a more tightly packed structure, we aim
to sample structures whose distribution of ROG values matches
the distribution we would expect from typical structures of that size.

A-minor energy

The A-minor motif is the most common long-range interaction
found in RNA structures and contributes greatly to the overall ter-
tiary fold of the molecule (Nissen et al. 2001). It involves an inter-
action between an unpaired adenine with the minor groove of a
helix. The unpaired adenine (the donor) may be found in hairpins,
interior loops, or junctions, but only instances where it occurs in a
hairpin or interior loop are considered in this paper. Predicting the
positions in the secondary structure where such an interaction
might occur is difficult. We therefore assign a probability of forming
an A-minor interaction to each helix–loop pair and score each loop
by the weighted number of its A-minor interactions.

If we imagine that the interaction between a helix and a loop oc-
curs over a vector connecting the closest points of the two elements,
then we can parameterize it using its distance d, the angle it makes
with the minor groove of the stem (ψ) and the angle (φ) between the
axes of the two elements, as depicted in Figure 4.

FIGURE 3. Frequency distribution and corresponding initial potential
for the four different energy terms (Loop–loop distance [cf. subsection
“Loop–loop interaction energy”], radius of gyration [cf. subsection
“Radius of gyration”], and A-minor energy for interior and hairpin
loops [cf. subsection “A-minor energy”]). The target (dashed) and ref-
erence (dotted) distributions are obtained from subgraphs of the native
ribosome and a decoy ribosome structure obtained by simulating using
only constraint energies (i.e., clash detection and junction closure), re-
spectively. Here we used subgraphs of length 83, the length of the
Escherichia coli thi-box riboswitch 2HOJ.
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We now estimate the probability distribution for true A-minor
interactions P (d, φ, ψ|I) as well as all helix–loop pairs P (d, ϕ, ψ)
from the native ribosome structure. We can then calculate the prob-
ability that two elements (i, j) interact given their relative positions
d, φ, and ψ:

Pi,j(I|d,w,c) = Pi,j(d,w,c|I) × Pi,j(I)
Pi,j(d,w,c) .

Figure 5 shows the probability distributions introduced above for
hairpins. As expected, elements engaged in hairpin A-minor inter-
actions are closer to each other and their interaction vector is gen-
erally more anti-parallel to the receptor minor groove than in the
general population of pairs of proximate elements. The angle be-
tween the donor and receptor elements (φ) varies less, but shows
a split toward a bimodal distribution in the interacting population.
The distributions of parameters for interior loop A-minor interac-
tions are similar although the minor groove–interaction angle (ψ)
varies slightly more; see Supplemental Figure A.1. This is likely
explained by the tendency for the A-minor interactions to occur
at locations that do not correspond to the closest point between
the coarse-grain interior loop donor and its stem receptor (see Sup-
plemental Fig. A.2).
To obtain an energy function we calculate the expected number

of A-minor interactions Ai that a particular loop, i, is involved in,
by summing over all possible interacting helices which are not
directly connected to loop i. Elements further than 30 Å have an
almost negligible probability of participating in A-minor interac-

tions and are therefore excluded.

Ai(I|d,w,c)
∑

j[A,dist(i,j) ≤ 30

Pi,j(I|d,w,c).

Like all other energy terms, we obtain a target
distribution from the ribosome and use the
log odds ratio (Equation 1) to assign an A-mi-
nor energy to each loop. The corresponding
distributions and energy function can be
seen in Figure 6. As expected, the distribution
for the native ribosome structure (target dis-
tribution) is shifted toward higher number
of A-minor interactions compared with the
reference distribution obtained from a decoy.

Loop–loop interaction energy

Unlike proteins, RNAs are polar molecules
and thus lack the innate tendency to form
tightly clustered structures. Their packing is
more reliant on the presence of interacting
motifs which tend to attract each other
(Butcher and Pyle 2011). Among the variety
of interactions which stabilize the global ter-
tiary fold of an RNA molecule is the hair-
pin–hairpin interaction. This often occurs
when two proximate hairpins are linked via
hydrogen bonds and/or base stacking interac-
tions. While there are attempts to predict such
interactions (Theis et al. 2010; Sperschneider
et al. 2011), we do not presume to have this
ability and instead try to sample structures

which have native-like distances between the hairpins. The ribo-
some provides a training set from which to observe a distribution
of distances from one hairpin to its nearest neighbor. This distribu-
tion, along with its analog from the background distribution of the
thi-box RNA are shown in the upper left plot of Figure 6. In this
structure, the loops happen to interact, but in cases where they do
not it is expected that this energy will be balanced by potential A-mi-
nor interactions elsewhere or by the constraints of the local tertiary
structure. An instance of this energy is created for each hairpin in the
structure.

RESULTS

Structure sampling

Coarse-graining RNA structure to the level of secondary
structure elements provides a fast, logical way of sampling
only the regions whose 3D structure varies themost.We sam-
pled using a Markov Chain Monte Carlo simulation for
10,000 iterations. Every nonclash structure was stored and
used to calculate summary statistics about the distributions
of the coarse-grain variables. In the Supplemental Material
we show that as the simulation progresses the deviation be-
tween the target and sampled distributions decreases, indicat-
ing the efficacy of our sampling approach and hinting toward
a potential criterion for when to terminate the simulation
(see Supplemental Section A.6.2). The results indicate that

FIGURE 4. The parameterization of A-minor interactions in the Group I intron (PDB ID:
1GID). On the left is an interaction between an interior loop and a stem, while on the right is
an interaction between a hairpin and a stem. Both are parameterized in the samemanner, wherein
the distance (d) along the interaction vector (the vector between the two closest points on the two
interacting elements) is shown in the side view, the angle between the interaction vector and the
minor groove of the stem (ψ) is shown in the front view, and the angle between the two interacting
elements (ϕ) is shown in the top-down view. The direction of the view is relative to the receptor
stem.
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applying energy functions which take only these coarse-grain
elements into account can shift the distribution of sampled
structures toward the native. To compute the similarity be-
tween two structures, we use the commonly used root mean
square deviation (RMSD) between the superimposed posi-
tions of the virtual residues (see “Clash Energy,” Supple-
mental Section A.1.1) of their coarse-grain helix model
representations (Kabsch 1976). The resulting structures are
comparable in RMSD to the ones created by other tools
such as FARNA (Das and Baker 2007) and RNAcomposer
(Popenda et al. 2012).

By applying the described energy functions, the sampling
can be directed toward regions of the conformation space
that share similar characteristics with native structures. In
the case of the radius of gyration, constant-energy sampling
yields larger, more spread out structures due to the prefer-
ence for coaxial arrangements of helices (see Supplemental
Fig. A.3).

Figure 6, which uses the E. coli thi-box riboswitch as an ex-
ample, shows that structures sampled with no energy func-
tion tend to have a radius of gyration of slightly >20 Å.
Structures sampled using an energy function including a
term for the radius of gyration have a radius of gyration dis-
tribution peaking at ∼18 Å. The application of the energy
term has slightly broadened the distribution of sampled
structures, which fortuitously happens to peak at the true val-
ue of∼18 Å. Clearly visible in this example is the limitation in
trying to sample from the target distribution. As it includes
structures smaller and greater than the native, it is more
spread out and cannot be adequately approximated by the to-
pology of the thi-box riboswitch structure. Fortunately, for
larger structures, such effects become less noticeable due to
the greater variety of conformations that can be adopted by
larger structures.

The other two energy terms exhibit a pattern more in line
with our expectations than that of the ROG energy. The A-
minor energy for interior and hairpin loops (Fig. 6, upper

right and lower left, respectively, for the thi-box riboswitch
[PDB ID: 2HOJ] and Supplemental Figures A.7, A.8 for all
other structures) is broadened to resemble the target distri-
bution. The peaks of the distribution, while slightly displaced
from the native values are shifted toward them as compared
with the background distribution.

FIGURE 5. Cross sections and iso-surface showing the probability density of the parameters describing hairpin to stem A-minor interactions. (A) The
probability density of seeing interaction parameters (d, ϕ, ψ) given an A-minor interaction. (B) The probability density of an interaction as calculated
using Bayes’ law. (C) The probability density of seeing a particular set of parameters among all adenine-containing hairpin loops within 30 Å of each
other. The iso-surface in each plot corresponds to the mean probability density of all the points on the 3D grid describing the parameter space. The
same plots for interior loops are presented in Supplemental Figure A.1.

FIGURE 6. The four different coarse-grain measures and their distri-
butions as applied to the E. coli thi-box riboswitch (PDB ID: 2HOJ,
length: 83 nt). After including an energy value for the coarse-grain mea-
sures, the structures sampled begin to adopt values (“sampled” distribu-
tion above) similar to those expected from native structures (“target”
distribution above). The radius of gyration is only slightly affected due
to the constraints imposed by the topology of the RNA molecule. The
blue and red dashed lines show the measures as calculated for the native
and best sampled structure. The graphs for the loop distance, A-minor
(interior loops), and A-minor (hairpin loops) are presented for the first
hairpin, the first interior loop, and the first hairpin, respectively. A sep-
arate energy term is created for each element that the energy applies to.
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The loop distance values for structures sampled with the
constraint energy function are centered around a distance
of 50 Å, while the real value is closer to 10 Å (Fig. 6, upper
left). This is due to the presence of a kissing hairpin interac-
tion in the structure and is reflected in both the target and
sampled distributions. It should be noted that the target dis-
tribution includes structures which have hairpins that do not
interact and thus peaks at a value beyond that expected for a
structure with interacting hairpins. Nevertheless, the distri-
bution of sampled structures is shifted in the direction of
closer hairpins.
A stark example of applying the described energy functions

to the sampling of a particular structure is illustrated in
Figure 7. The distribution of RMSD values of the structures
sampled with a constant-energy function (“constant-ener-
gy”) has a weighted mean at a value of ∼13 Å. Applying our
energy function shifts the weightedmean of the RMSD distri-

bution to a value slightly >7Å. By visualizing the lowest energy
sampled structure, we see a marked qualitative improvement
in the model from the energy-based sampling as compared
with the constraint energy sampling (Fig. 7, top left and
top right, respectively). The shift toward lower RMSD does
not always occur, as for the example of 3R4F (see Supple-
mental Section A.4), but in the RNAs tested, the general trend
was toward an improvement. The results for all of the tested
structures are shown in Supplemental Figure A.4.
Supplemental Figure A.6 shows the target, background

and sampled distributions for a number of solved structures.

Comparison with other structure prediction methods

Prediction quality

The overall quality of sampled structures is comparable to
some of the best structure prediction programs available.
By calculating a coarse-grain model from the structures pre-
dicted using FARNA and RNAcomposer (where we provide
the true secondary structure) we provide a comparison of the
alignment between the predicted and native structures using
the RMSDmetric (Fig. 8). The structures used for the bench-
marks were collected from the BGSU RNA 3D Hub nonre-
dundant RNA structures list (Leontis and Zirbel 2012) and
filtered to exclude structures with <70 or >500 nt as well as
multimers and RNAs with bound proteins.
An example of a relatively successful simulation using

Ernwin is shown in Figure 7. The conformation of the lowest
energy structure has two helical arms arranged in a roughly
parallel fashion with the two hairpin loops near to each other,
whereas a random structure sampled using a constant energy
shows a worse configuration where each of the arms of the

FIGURE 7. A visualization of the best (lowest energy) structure for the
E. coli thi-box riboswitch (2HOJ, see “Prediction quality”) sampled us-
ing using the full energy (left) versus the constraint energy (right). The
darkened structure is native whereas the lighter is sampled. The plot
shows the shift toward sampling more native-like structures using the
full energy as opposed to the constraint energy. Superpositions of the
lowest energy models and the native structures are provided for the
whole benchmark set in Supplemental Table A.1.

FIGURE 8. A comparison of the RMSD value between the structures sampled by each program and the native structure. Each dash in the chart
represents one sampled structure. The circles represent the lowest energy structures. On the right is a tabulation of the lowest energy structures pre-
dicted by each program. The RMSD values were calculated by threading a coarse-grain representation onto the all-atom models generated by the
other programs. Missing values indicate that the corresponding program failed to give a prediction for that structure.
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structure points in a separate direction and the loops are
on opposite ends of the molecule. The quality of the better
prediction is largely due to the accurate sampling of most
coarse-grain measures shown in Figure 6. The loop distance,
expected number of hairpin loop A-minor interactions, and
the radius of gyration are sampled at values extremely close
to the native. The sampled values for the entire ensemble
match the target values very well, except for the case of the
ROG which is, in this case, constrained by the topology of
the secondary structure. An examination of the energy land-
scape (Fig. 9) indicates that our energy function describes
this structure particularly well, showing the desired negative
correlation between RMSD and energy. While this is the case
for most structures (Supplemental Table A.2), there are some
notable exceptions that lead to poor predictions. One of these
is presented and discussed in more detail in Supplemental
Section A.4.

The circledRMSDvalues in Figure 8 correspond to the low-
est energy structure for FARNA, Ernwin, and NAST. For
RNAcomposer they correspond to the structure returned
when asking for one structure. As is expected, smaller struc-
tures are predicted with greater accuracy than larger ones.
RNAcomposer performs exceptionally well on a handful
and significantly worse on others. This is likely explained
by its use of known fragments for the interior and multi-
loop sections, leading to near exact matches for structures
with unique junction topology and sequences (i.e., tRNA,

2TRA). FARNA exhibits more tempered performance over
the smaller structures which degrades over the larger struc-
tures and Ernwin exhibits measured performance over the
whole data set. Over the entire sampling run, Ernwin consis-
tently and thoroughly samples a wide range of available con-
formations, often yielding structures in the more native range
of the samples. FARNA can sample awide range of values, but
does so more sparsely which is likely due to the fact that its
simulated annealing approach falls into an energy basin that
is difficult to escape as the temperature decreases. This per-
forms well in the context of smaller structures, but leads to
poor sampling of larger structures. In such cases, Ernwin
can sample more structures closer to the native than both
FARNA and RNAComposer.
NAST samples many structures but in very narrow ranges

of the conformational landscape whereas RNAComposer
only returns a maximum of 10 structures. The seemingly
exemplary performance of RNAComposer in sampling
low-RMSD structures should be looked upon with slight sus-
picion due to its use of loop topology and sequence to pick
out large fragments for constructing sampled structures.
Given the presence of the benchmark structures in the PDB
database, these fragments are likely in RNAComposer’s data-
base of building blocks and thus accurately assembled into
the known structures. While this works well with structures
containing seen-before and unambiguous motifs, it can
quickly backfire when a motif is absent from the database,

FIGURE 9. Statistics for the structure prediction procedure of FARNA (top) and Ernwin (bottom). The energy of the best structure constantly de-
creases up to 1,000,000 iterations with FARNA, whereas it plateaus very rapidly with Ernwin. This indicates that the broad conformational space has
been mostly explored shortly within the start of the Ernwin simulation and subsequent MC steps only explore around the low-energy basin. The left
plots display the RMSD of the structures as a function of their energy, where Ernwin displays the desired correlation. The next plot shows the RMSD of
the structure as a function of the MC iteration showing no clear downward trend as the simulation progresses. The third plot shows the energy as a
function of the iteration number showing the clear downward trend throughout the entire FARNA simulation and the quick arrival at a steady for
Ernwin. Finally the histogram shows the RMSD of every structure sampled by both methods. The RMSDs are not directly comparable as FARNA’s are
for an all-atom model while Ernwin’s are calculated over the coarse-grain representation.
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or has multiple geometries (as may be the case for the struc-
tures 4GMA or 4P9R).
A thorough and wide sampling of the potential solution

structures, as provided by Ernwin, can help explore the enor-
mous conformational space accessible to larger RNA mole-
cules and provide many potential structures for further
examination. It quickly samples unique structures (see
Supplemental Table A.4 for timing information), and can
be readily expanded with more accurate and more numerous
fragments to expand the range of accessible conformations.

Energy function quality and simulation length

One of the challenges in structure prediction is determining
the burn-in period before sampling structures from the distri-
bution, as well as determining the thinning factor. This, of
course, depends on the sampling procedure as well as the en-
ergy function. In an attempt to quantify this, we recorded the
energy value and RMSD of the current structure at each iter-
ation of the simulation (see Fig. 9). In contrast to FARNA,
Ernwin quickly reaches a locally minimal energy and samples
structures around it. The histogram of RMSD values indicates
the propensity for sampling low-energy, low-RMSD struc-
tures. FARNA, in contrast, continuously finds lower energy
structures throughout the entire simulation, but due to the
lack of correlation between the energy and RMSD (left panel)
ends up sampling many suboptimal structures.
While FARNA’s energy function works well for smaller

structures, it seems to fail for larger structures and leads to
sampling of high-RMSD conformations. Ernwin’s energy
function, based on global helical arrangements provides a
more robust measure of the general quality of a structure.
While the example provided in Figure 9 is particularly fortu-
itous, most structures tested show a characteristic linear cor-
relation between the energy and RMSD of the sampled
conformations (see Supplemental Table A.2 for Ernwin and
Supplemental Table A.3 for FARNA). By examining the tra-
jectory of the sampled energy values, we propose that
Ernwin achieves an adequate sampling within <2000 itera-
tions, whereas FARNA requiresmanymore iterations to reach
the lowest energy values. Given Ernwin’s method of sampling
coarse-grain measures from target distributions, one can also
assess how well it has sampled from each distribution by
examining the Jensen-Shannon divergence (Endres and
Schindelin 2003) of the sampled values from the target values
(see Supplemental SectionA.6.2 and Supplemental Fig. A.13).
When the divergence levels off, we have adequately sampled
from our target distribution indicating that additional MC
steps provide no new conformations.While there is no consis-
tent number of iterations that is applicable to all structures,
examining the progress of the distribution can provide an em-
pirical method for determining when to end a simulation. A
thorough treatment of this topic, however, is out of the scope
of this paper and is merely mentioned to highlight the utility
of having a probability-distribution based energy function.

DISCUSSION AND CONCLUSION

In this paper, we have presented a coarse-grained model of
RNA structure parameterized by the angles and shifts be-
tween helices. We have shown that coupling a simple propos-
al distribution with a probability-based energy function can
yield predictions that match those of programs with much
more sophisticated models and energy functions. We pro-
pose that our model can be used for quick exploration of
the macroscale conformational space of an RNA molecule.
We suggest that such a model can also be useful for the

elucidation and identification of different RNA species in
atomic-force microscopy images where the positions of
the individual atoms are largely indistinguishable (Petkovic
et al. 2015). Given fluorescence resonance energy transfer
(FRET) data, the structures generated by our model can
provide the experimentalist with an overview of the global
structure of the RNA molecule without the overwhelming
precision (and uncertainty) of an all-atom model. Simple di-
agnostics such as determining whether two loops have the po-
tential to localize within a certain distance of each other, while
maintaining steric integrity, can also easily be performed.
A particularly compelling future application is the combi-

nation of our sampling method with data from a SAXS ex-
periment. As RNA in solution can adopt a multitude of
conformations, its true structure in a solution may not be ac-
curately represented by the crystal structures used as bench-
marks (Ali et al. 2010; Brenner et al. 2010). Spectra obtained
from SAXS experiments, however, reflect the true distribu-
tion of conformations present in a solution. Furthermore,
coarse-grained models as presented here, are sufficient to
generate theoretical SAXS profiles. Thus, SAXS data could
be incorporated directly in the simulation as an additional
potential based on the difference between the theoretical
and measured SAXS profile. A similar approach can be envi-
sioned for FRET data which can be directly interpreted as
a probability distribution on the distance between some
donor and acceptor groups, which can be turned into an
energy function in the same way as our coarse-grain mea-
sures. Other low-resolutionmethods such as hydroxyl radical
footprinting offer information about how accessible a par-
ticular nucleotide is to solvent (Tullius and Greenbaum
2005), while multiplexed hydroxyl radical cleavage analysis
(MOHCA) yields potential interactions between nucleotides
within 25 Å of each other (Das et al. 2008). Each of these can
be encoded as a potential and sampled from, yielding an en-
semble of structures which conform to the constraints im-
posed by the experimental method. Given the probabilistic
nature of the potentials, uncertainty about the constraints
(due to difficulty in resolving gel bands, for example) can
be encoded in the target distribution imposed by the exper-
imental data.
Beyond the potential applications, this work aims to

provide a platform for further exploration into the determi-
nants of global tertiary RNA structure. The inclusion of
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predicted local structural motifs (Lescoute et al. 2005; Sarver
et al. 2008; Petrov et al. 2013; Theis et al. 2013) provides an
immediate avenue for the improvement of the prediction
quality. Information about the extended secondary structure
(Höner zu Siederdissen et al. 2011) of a sequence could pro-
vide a more fine-grain partitioning of the statistics used in
generating the proposal distribution. The framework makes
it straightforward to add additional energy terms for long-
range interactions and thus provides an orthogonal path
for determining what information is necessary for the accu-
rate prediction of global RNA structure.

In summary, coarse-grained 3D RNA structures provide a
fast, efficient way toward tertiary structure prediction. They
also point toward an information mismatch that we aim to
fill with future research. In particular, sequence information
is only taken into account during the initial graph construc-
tion phase, when the skeleton graph is created from predicted
secondary structures. Even using this simplified representa-
tion, the lowest energy structure are comparable and often
better than some of the more fine-grained prediction meth-
ods. In addition, Ernwin provides a more thorough and
wider sampling of the conformational space than existing
methods. Such an accomplishment without sequence infor-
mation calls into question the efficacy of the sampling ap-
proaches of other more fine-grained methods and provides
a simplified model for exploring new methods of building
and sampling de novo structures.
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Figure A.1: Cross sections and iso-surface of the A-Minor energy as calculated for interior loop to stem
A-minor interactions. (A) The probability density of seeing interaction parameters given an A-Minor
interaction. (B) The probability density of an interaction as calculated using Bayes’ law. (C) The
probability density of seeing a particular set of parameters among all adenine-containing hairpin loops
within 30 Å of each other. The iso-surface in each plot corresponds to the mean probability density of
all the points on the 3D grid describing the parameter space.

A. Supplementary Material

A.1. Energies

A.1.1. Clash Energy

Having established that we can re-position the atoms of a helix reasonably well given
its coarse grain parameters (see Sec. 2.2), we can use this technique to detect clashes
within stem regions. This is done by ’virtual’ base pairs, or interpolations of where a
base pair and its constituent nucleotides and atoms would lie given its position within the
stem and the stem’s coarse-grain parameters.

Thus, if a stem has a length of n base pairs, a starting position vector s, an ending
position vector e and two twist vectors t1 and t2, the position of the i’th virtual base pair
along the axis of the helix will be s + i−1

n−1 (e − s). The direction of the angular position
can be calculated in a similar fashion by taking the corresponding proportion of the angle
that one would need to rotate the first twist around the stem axis to align it with the
second twist. This total angle, naturally, needs to be adjusted for helices in which the
base pairs twist fully around the stem axis one or more times (usually around the 11th
basepair).

Using the stem axis vector a = (e − s), the starting position of the virtual base pair
vs, and the virtual twist vector vt, we can define a coordinate system for each base pair.
Within this coordinate system, the position of all the atoms of the two nucleotides in
the base pair can be represented in a manner that only depends on the strand which
contains the nucleotide and the identity of the atom. These positions were calculated
for all stem-contained atoms in the ribosome structure 1jj2 and averaged to create an
average base-pair representation.

The clash energy function determines if the positions of the atoms calculated from the
virtual base-pairs of each helix intersect (i.e. are positioned within 1.8 Åof each other).
The number of intersections is multiplied by a large energetic penalty to yield a certain
rejection of the sampled structure.

A.1.2. A-Minor Energy

A.2. Best Sampled Structures

A.3. Enumeration
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Figure A.2: An example of an A-Minor interaction where the line between the closest points on the two
coarse-grain elements (dashed purple line) does not exactly correspond to the location of the interaction,
which is on the far left of end of the bottom helix.

Table A.1: The RMSD values and best models produced by each prediction method. Missing structures
indicate an error in the prediction pipeline or program.

PDB ID Length Ernwin RNAComposer FARNA NAST

3FO4 63
6.7 7.7 4.6 10.2

3R4F 66
12.6 3.1 4.5 6.1

4PQV 68
11.3 10.4 9.0 10.5

1YFG 69
8.2 2.1 8.9 10.3

Continued on next page
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Table A.1 – continued from previous page
PDB ID Length Ernwin RNAComposer FARNA NAST

1FIR 69
9.1 14.0 10.3 10.5

1KXK 70
5.3 1.1 8.7 5.2

1Y26 71
5.6 6.1 10.0 9.2

2TRA 73
7.8 1.6 12.2 14.6

3CW5 75
7.3 8.1 9.8

2HOJ 78
7.1 1.9 11.1 7.8

4P5J 83
14.1 9.0 10.9 11.5

3T4B 83
7.4 2.3 11.2 13.4

Continued on next page
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Table A.1 – continued from previous page
PDB ID Length Ernwin RNAComposer FARNA NAST

4FRG 84
14.5 5.9 12.3 12.8

4LVZ 89
9.2 7.7 10.5 18.8

3GX5 94
16.8 2.9 22.0 11.6

4L81 96
10.1 16.5 13.6 10.6

2QBZ 153
19.5 28.9 30.9 35.1

1U9S 155
15.0 3.0 18.8

1GID 158
25.2 3.8 24.3 28.8

3D0U 161
23.3 2.1 20.3 15.6

Continued on next page
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Table A.1 – continued from previous page
PDB ID Length Ernwin RNAComposer FARNA NAST

4GXY 161
16.0 9.5

3DIR 172
21.6 1.6 24.9 25.1

4P8Z 188
21.6 27.2 23.5 24.3

4P9R 189
14.7 29.4 26.0

4GMA 192
24.8 32.7 38.2 38.5

3DHS 215
19.9 9.0 25.2 29.6

1X8W 242
27.1 24.6 45.7 37.7

2A64 298
25.4 20.9
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Figure A.3: The target and reference distributions for the radius of gyration. The target and reference
measures are obtained from subgraphs of a native ribosome and an artificially constructed structure
without clashes or broken junctions. Clearly evident is the tendency for native structures to have a
smaller radius of gyration than larger structures. The energy values are thus lower for more compact
structures and higher for more spread out structures. The effect becomes more pronounced for larger
structures due to their inherent ability to spread out more.
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Figure A.4: The distribution of the RMSD between the native and the sampled structures using a naive
(constant-energy) energy function and the combination of the three non-constraint coarse grain energies
(aminor-perloop-rog).
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Figure A.5: The best model for the structure 3R4F (bright colors) aligned to the native structure (dark
colors) from a simulation using the naive energy function (above right) and the energy described in
Section 2.4 (below right). On the left are the graphs indicating the coarse grain value distributions for
each of the measures. The value of the best sampled structure is shown as an orange dashed line, whereas
the value from the native is shown as a dashed blue line. The two lines show a perfect overlap for the
interior loop A-Minor Energy in the upper right hand corner and thus only the red line is visible.

A.4. Example of a Prediction Failure

As seen in figure A.4, sampling using the presented energy function does not always
lead to an improvement over a naive energy. A good example of this is the structure
3R4F, show in Supplementary Figure A.5. The poor prediction performance is most
likely attributed to the incorrect close positioning of the two hairpin loops in the predicted
structure. The other coarse-grain values differ by smaller magnitudes and likely contribute
less to the wrong configuration. Examining the energy of all of the sampled structures
show that this structure has a very unfavorable energy-rmsd profile (see Supplementary
Table A.2). This example illustrates one of the pitfalls of using a knowledge-based energy
function wherein a strong pattern in the training data is not necessarily reflected in
individual structures. We plan on addressing this issue by adding additional terms to our
energy function such that a global maximum probability (minimum energy) occurs near
the native structure. This, however, is an ongoing pursuit and is beyond the scope of this
paper.

A.5. Helix Fitting

Four different methods for fitting a coarse grain helix (consisting of an axis segment
and two twist vectors) to an all-atom helix were tested for their ability to accurately
represent the positions of the atoms on the helix.

The ad-hoc method uses the directions of the base normals as well as the vector
between the estimated centers of the outermost two base pairs of the helix as a way of
calculating the axis vector.

The fit method assumes that the projection of the positions of backbone atoms onto
the plane normal to the axis vector should form a circle. The axis is calculated by
optimizing its vector so as to minimize the root-mean square deviation (RMSD) between
the projected heavy atom positions and a circle fit onto their positions.
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Figure A.6: The distribution of the radius of gyration values for structures derived from the native
ribosome (target, orange), the naive sampling of the modeled structure (background, green) and the
energy-directed sampling of the modeled structure (sampled, purple).
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Figure A.7: The distribution of A-Minor interaction probabilities for hairpin loops for structures derived
from the native ribosome (target, orange), the naive sampling of the modeled structure (background,
green) and the energy- directed sampling of the modeled structure (sampled, purple).
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Figure A.8: The distribution of A-Minor interaction probabilities for interior loops for structures derived
from the native ribosome (target, orange), the naive sampling of the modeled structure (background,
green) and the energy- directed sampling of the modeled structure (sampled, purple).
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Figure A.9: A comparison of the ability of the helix-fitting methods to re-orient a different helix onto
the original helix, given only the fitted helix parameters. The difference between the different methods is
most pronounced in shorter stems which contain the least amount of data points available for helix-fitting.
For the best method, the average aligned root mean square deviation increases for larger stems due to
the increasing number of nucleotides present.

The superimpose method fits an axis as per the fit method onto an ideal helix
(generated by using the fiber program of the 3DNA package [25]). The ideal helix is
then superimposed onto the target helix using Kabsch’s algorithm [17] and the resulting
transformation is applied to the fitted axis to yield an axis for the target helix.

The template method differs from the superimpose method insofar as it uses an
extremely long (30 base pair) helix to fit the axis parameters and then superimposes the
first n base pairs of the long ideal helix onto the target helix to generate the transformation
for the axis.

A.5.1. Results

To measure the quality of each helix fitting method described in the previous section,
we took pairs of helices containing the same number of base-pairs and calculated the
parameters for both helices using each of the four described methods. For both helices, we
calculated a twist parameter equal to a halfway rotation of one twist onto the other around
the helix axis. The direction of this twist parameter as well as the line segment defining
the axis of the helix provide enough parameters to direct the superposition of one helix
onto another. That is, we can define a translation and a rotation that will superimpose
one coarse grain representation onto another. By applying this transformation to each
backbone atom of the second helix, we attempt to move and rotate it to its equivalent
location on the first helix. We would expect a consistent helix fitting method to yield the
lowest RMSD deviation between the atoms of the first helix and the atoms of the second
(fitted) helix when superimposed on the first using the axes and twist parameters defining
both helices.

The results (illustrated in Fig. A.9) confirm the expected dominance of the superposition-
based methods (superimpose and template). The ad-hoc method’s performance on
short helices was notably worse than any of the others due to the fact that the confor-
mations of terminal base pairs tend to have a variable geometry which is not tempered
by the length of the helix. In longer helices, the vector between the computed centers of
the terminal base pairs is longer and thus has less room for variation, leading to better
performance of the ad-hoc method. The fit method, which fits a helix axis by optimizing
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Figure A.10: An illustration of a fitted cylinder along with the ’twist’ vector indicating the direction of
the first and last base pair of the stem. The view is top-down looking down the axis of the stem. The red
segments indicate the vectors between the C1’ atoms of the first and last base pairs. The point bisecting
these segments provides the direction of the ’twist’ vectors.

the mean error of a circle fit to the projection of the backbone atoms onto the plane
perpendicular to the axis, also lags behind the superposition based methods on shorter
helices. The paucity of data points (backbone atoms) leads to semi-circular and noisy
projections which in-turn lead to potentially inaccurate circle fits. The two superposition-
based methods show almost identical performance due to the regular nature of the ideal
helices to which the axis and circle are fit. The quality of all methods degrades slightly
for larger helices due to the increased tendency of helices to bend slightly and deviate
from the ideal geometry as they increase in length.

A.5.2. Ad-hoc

Let the residues on one strand of the helix be numbered sa1 ,, sa2 , ..., san , and on the
other strand sb1 ,, sb2 , ... , sbn , where san−1

< san and sbn−1
< sbn then the two residues

that cap one end of the helix are sa1 and sbn while the residues that cap the other end
of the helix are san and sb1 . Let cα(s) define the location of the Cα atom in the residue
numbered s. The helix vector which is used as an initial estimate for the optimization
function described above is calculated as follows:

Vs1 = cα(sa1)− cα(sbn)

Vs2 = cα(sa1 + 1)− cα(sbn − 1)

Ve1 = cα(san)− cα(sb1)

Ve2 = cα(san − 1)− cα(sb1 + 1)

The vectors Vs1, Vs2, Ve1, and Ve2 are between the Cα atoms of two base-paired nu-
cleotides. They should be roughly orthogonal to the axis of the helix.
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Sn = Vs1 × Vs2
En = Ve1 × Ve2
Sy = Sn × Vs1
Ey = En × Ve1

The vectors Sn and En should be two estimates of the helix axis as calculated from
the top and bottom two nucleotides. Sy and Ey should be orthogonal to the estimated
helix-axis as well as the vector between the first and last Cα atom of the helix, respectively.

Sc = (
Vs1
|Vs1|

+
Sy
|Sy|

)/2

Ec = (
Ve1
|Ve1|

+
Ey
|Ey|

)/2

S = cα(sa1) +
8.4 · Sc
|Sc|

E = cα(sb1) +
8.4 · Ec
|Ec|

Vest = E − S

Taking the average of the normalized Cα vectors and the previous orthogonal vector
should yield a vector roughly towards the center of the helix. Finally, adding a multiple
of this vector to the Cα atoms of the start and end residues, yields rough estimates for
the start and end of the helix. This is the crudest method of estimating the cylinder axis
vector and performs consistently worse than the other methods (figure A.9).

A.5.3. Fit Method

An improvement over this method comes from the realization that a helix is a path
along a cylindrical manifold. We proceed by fitting a cylinder to the backbone atoms of
an RNA helix. Given a cylinder with an axis vector Cv, then a coordinate system can be
created with the z-axis lying along Cv. Assuming the axis vector defines a cylinder with
radius r which minimizes the root- mean-square distance of the backbone atoms from
the surface of the cylinder, then transforming the locations of the backbone atoms into
the coordinate system defined by the cylinder vector should yield a circle on the plane
defined by the x and y axes which has a minimum root-mean-square deviation from the
circle created by intersecting our ideal cylinder with the x-y plane of the our transformed
coordinate system. These assumptions yield a straightforward method of fitting a cylinder
to an RNA helix by fitting an axis such as to minimize the root-mean-square deviation
of the best circle that can be fit onto the transformed backbone atoms of the RNA helix.
The use of this method significantly improves the ability to align a second helix onto the
first over the naive ’estimate’ method (Fig. A.9).

Fitting the circle is done via the method described by [4], while fitting the axis is done
using Python’s leastsq optimization function. An initial estimate for the axis vector is
calculated using the ad-hoc method.
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A.5.4. Superimpose and Template Methods

RNA helices, especially of the shorter variety, often vary slightly in their structure
such that their atoms do not form an ideal circle when viewed along the helix axis.
To compensate for this, we first created an idealized stem using the fiber program [25],
superimposed it onto the stem being parameterized and then calculated the cylinder
axis for the ideal stem. The resulting method (called superimpose) showed a marked
improvement over all of the previous attempts at approximating a helix.

Longer helices, as one may expect, should be easier to parameterize due to the larger
number of data points available. The final method we tried was to create an idealized 30
base-pair helix and to approximate its axis using the ’fit’ method described above. For
every subsequent helix of length n (n < 30) for which we wanted to calculate an axis,
we simply calculated the best rotation and translation to align its atoms onto those of
the first n base pairs of long reference helix. The resulting transformation was applied
to the reference axis which was further cropped to match the length of the query helix.
The results indicate that while this method (called template) was more consistent, the
parameters it created were on average no better than those created by the ’superimpose’
method (Fig. A.9). Nevertheless, it is the method that is used throughout this paper for
fitting coarse grain helices onto all-atom models.

A.5.5. Twist Parameters

In addition to the cylinder defining the helix, we need an approximation for how the
base pairs are positioned along this cylinder. This is accomplished simply by storing
vectors (henceforth called twist vectors) which indicate the direction from each end of
the cylinder to the middle of the terminal base pairs. If the axis of the stem cylinder is
defined by a start point, Cs, and an end point, Ce, then the twist vectors are calculated
by the taking the vector rejection of a, (the average of the vectors from the end of the
cylinder to the terminal nucleotides’ Cα atoms), from the cylinder’s direction vector.

a = cα(sa1)− Cs + (cα(sbn)− Cs)

t = a−
(
a · V
V · V

)
V

A.6. Sampling Quality and Energy Factor
A.6.1. Energy Function Evolution

As the sampling proceeds, the distribution of the sampled values for each coarse grain
measure change and the reference distribution for the energy function must also change.
This is starkly illustrated in the case of the adenine riboswitch (PDB: 1Y26). The initial
energy function, as calculated from substructures of the native and artificially constructed
ribosome (PDB: 1jj2), favors more compact structures due to the relative paucity of
such structures in the initial reference distribution (see Fig. A.3, upper left hand plot
labeled 1Y26). If, however, we look at conformations sampled for this particular secondary
structure (as opposed to the collection of ribosome substructures of roughly the same
size), it becomes apparent that the background distribution actually favors more compact
structures than the target distribution (see green and orange, respectively in Fig. A.6,
upper left corner labeled 1Y26). Thus as the sampling proceeds, the energy values for more
compact structures stay stable whereas the energy values for more spread out structures
decrease (see Fig. A.11).
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Figure A.12: The Jensen-Shannon divergence between the target and sampled distribution at various
points during the simulation. The color of the lines corresponds to the value of the energy weight. Larger
energy weights lead to closer matches between the target and sampled distributions and thus lower KL
values.

A.6.2. Energy Factor

The energy for each coarse grained value (x) is calculated as the log of the ratio of the
target distribution (pt(x)) divided by the reference distribution (pr(x)) and multiplied
by a factor c which serves as a parameter for tuning how closely the target distribution
should match the sampled values.

E = −c · log pt(x)

pr(x)
(A.1)

Since the reference distribution is re-calculated every ten sampling steps, it tends
to converge toward the target distribution. Under-sampled and over-sampled regions of
the conformation space will contain structures whose energy values have large absolute
values. For over-sampled regions, these values will be large and lead to a quick traversal
into a different region of the conformational space whereas in under-sampled regions the
energy values will be low, yielding more structures in this region. The factor c in the
energy formulation above determines how strictly the sampled distribution should follow
the target distribution.

The measure of the Jensen-Shannon (JS) divergence between the target and sampled
distributions provides a natural measure of when to terminate the sampling. While other
methods sample a fixed number of steps in the hope that a sufficiently low energy structure
is found, we can simply identify when the JS divergence stabilizes and return the most
frequently sampled conformations at that point. Fig. A.13, shows how the JS divergence
between the sampled and target distributions varies as a function of how many sampling
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Figure A.13: The Jensen-Shannon divergence between the target and sampled distribution at various
points during the simulation for all of the structures tested.
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iterations have been performed. We present this merely as an avenue for further research.
In actuality, all of our simulations were run to 20000 sampling steps.

A.7. Termination Criterion and Sampling

Table A.2: Energy landscape and profile over the course of an Ernwin simulation. See Main Text Figure
9 for a more detailed description.

Continued on next page
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Table A.2 – continued from previous page

Continued on next page
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Table A.2 – continued from previous page

Continued on next page
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Table A.2 – continued from previous page
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Table A.3: Energy landscape and profile over the course of an Ernwin simulation. See Main Text Figure
9 for a more detailed description.

Continued on next page
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Table A.3 – continued from previous page

Continued on next page
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Table A.3 – continued from previous page

Continued on next page
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Table A.3 – continued from previous page

A.8. Running Time

The times listed in Table A.4 represent the entire time spent for each simulation. Due
to the lack of sequence dependence, all fragment statistics used by Ernwin are precom-
puted so normal usage does not require their recalculation. FARNA, however, requires
the creation of sub-models for each loop region, leading to the large running time listed in
Table A.4. Such models could, in principle, be computed ahead of time, stored externally
and assembled to form a complete structure which would make simulations using FARNA
significantly faster.
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PDB ID Chain Length Ernwin NAST RNAComposer FARNA
3R4F 66 1475 319 16 5482
4PQV 68 1812 235 15 6141
1FIR 69 952 48 14 6422
1YFG 69 1034 262 14 6319
1KXK 70 2284 277 15 5592
1Y26 71 1775 48 13 6747
2TRA 73 1282 150 13 6444
3CW5 75 1915 316 16 *
2HOJ 78 3332 341 16 7381
4P5J 83 2004 225 17 8669
4FRG 84 2993 63 17 9227
4LVZ 89 1976 302 20 8047
3GX5 94 4469 171 20 10751
4L81 96 2982 277 21 10539
2QBZ 153 3529 536 31 14549
1U9S 155 9204 * 35 21692
1GID 158 3852 328 33 15047
4GXY 161 6171 * 34 *
3D0U 161 5395 354 36 16796
3DIR 172 3167 485 38 16832
4P8Z 188 3398 1530 39 19630
4P9R 189 3607 * 39 20118
4GMA 192 4122 1354 47 22965
3DHS 215 4279 446 52 30740
1X8W 247 6334 1194 71 28799
2A64 298 2687 * 72 *

Table A.4: The total time (in seconds) spent assembling structures. It should be noted that the results
are a run of 10000 MCMC steps using Ernwin, 10000 MCMC steps for 10 structures using FARNA,
1000000 MCMC steps using NAST and obtaining 10 structures using the RNAComposer web interface.
Asterisks denote a failure to obtain models using the given program. The times correspond to the samples
and predictions presented in Figure 8.
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Abstract

Motivation: The secondary structure of RNA is integral to the variety of functions it carries out in

the cell and its depiction allows researchers to develop hypotheses about which nucleotides and

base pairs are functionally relevant. Current approaches to visualizing secondary structure provide

an adequate platform for the conversion of static text-based representations to 2D images, but are

limited in their offer of interactivity as well as their ability to display larger structures, multiple

structures and pseudoknotted structures.

Results: In this article, we present forna, a web-based tool for displaying RNA secondary structure

which allows users to easily convert sequences and secondary structures to clean, concise and cus-

tomizable visualizations. It supports, among other features, the simultaneous visualization of mul-

tiple structures, the display of pseudoknotted structures, the interactive editing of the displayed

structures, and the automatic generation of secondary structure diagrams from PDB files. It re-

quires no software installation apart from a modern web browser.

Availability and implementation: The web interface of forna is available at http://rna.tbi.univie.ac.

at/forna while the source code is available on github at www.github.com/pkerpedjiev/forna.

Contact: pkerp@tbi.univie.ac.at

Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

The use of secondary structure diagrams is ubiquitous within the

field of RNA biology. They convey not only which nucleotides are

paired, but also and perhaps more importantly, which are unpaired.

The contents and positions of sub-structures such as hairpin loops,

interior loops, multiloop junctions and external loops are immedi-

ately evident. Such information is of great value to researchers seek-

ing to identify putative mutations to perform when seeking to

isolate the structural basis of a biological effect, to find protein bind-

ing, and to provide a context for observed behavior. It is used as

both an exploratory as well as a communicative tool. Researchers

examine secondary structure diagrams to gain insights about

potential functions and mechanisms as well as to describe and dis-

seminate them.

Although there are a number of available tools (Byun and Han,

2009; Darty et al., 2009; Hecker et al., 2013; Wiese et al., 2005) for

visualizing the secondary structure of RNA molecules, with the ex-

ception of PseudoViewer, none are available online without java

and none offer the flexibility in exploring, arranging and manipulat-

ing the structure that forna does (Table 1 for an enumerated com-

parison of features).

2 Approach

Our tool, called forna (for force-directed rna), consists of a web

interface and a server which allows users to input RNA secondary

structures as dot-bracket strings, and displays it as a force-directed

graph (Screenshot in Fig. 1). In a manner previously demonstrated

by jViz.RNA (Wiese et al., 2005) the user can then position each of

VC The Author 2015. Published by Oxford University Press. 1
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits

unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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the nucleotides and stems by dragging them. Each of the nucleotides

is represented as a node, whereas backbone and base-pair bonds are

considered links. Connections are treated as springs and a force is

calculated to keep them a fixed distance from each other. Hidden

helper nodes and extra links help to maintain the familiar RNA sec-

ondary structure layout. The initial position of each node (nucleo-

tide) is calculated using the NAView algorithm (Bruccoleri and

Heinrich, 1988), but is subsequently optimized by the force-directed

layout algorithm. This can (especially for larger molecules) lead to

artifacts such as twisted helices and nested loops, but these are easily

rectified by dragging the affected nodes to their correct positions.

2.1 Input/output
Users can enter structures in dot-bracket format (Supplementary

Material Sections S1.3, S1.6 and S1.7). When done, the diagram can

be saved as either a vector (SVG) or raster (PNG) graphic. If one

wishes to edit the structure again in the future, it can be saved and

reloaded in forna using the JSON format.

2.2 Dragging to position elements
The layout can be rearranged by selecting and dragging single or mul-

tiple nodes. The virtual forces then pull the structure toward an RNA-

like layout with nearly uniform link distances. This behavior is similar

to that available in jViz.Rna and valuable for arranging the nucleo-

tides in a relevant, meaningful or simply aesthetically pleasing manner.

2.3 Pseudoknots and custom links (Supplementary

Material Sections S1.1 and S1.6)
It is often necessary to display the interaction between two

molecules or between different parts of the same molecule (i.e. pseu-

doknots). Although the user can enter pseudoknotted structures in

dot-bracket notation (i.e. ((..[[..))..]]), the pseudoknotted nucleotides

in these cases are added as links with no strength. One may also add

custom links by holding down shift and dragging from one nucleo-

tide to another. This creates a spring-loaded link which can bring

distal portions of a molecule together, or connect separate mol-

ecules. Such links are useful in depicting RNA–RNA interactions.

2.4 Coloring (Supplementary Material Section S1.4)
The coloring of nucleotides is essential for overlaying metadata on top

of a structure. forna provides three default coloring modes: position,

structure and sequence which color nucleotides according to their pos-

ition in the molecule, the type of structural element they are in (i.e.

stem, interior, hairpin, multi or exterior loop) or their identity (A,C,G

or U). A custom coloring mode is provided where bespoke values (as

from probing data) can be entered in a text field.

2.5 Integrated structure prediction (Supplementary

Material Section S1.5)
To simplify the process of going from sequence to secondary struc-

ture, forna provides a transparent interface to the Vienna RNA

Package (Lorenz et al., 2011) which automatically calculates the

minimum free energy for a particular sequence if no secondary struc-

ture is provided. This allows one to paste a sequence in the input

field and immediately view its predicted secondary structure, with-

out using additional tools.

2.6 Tertiary to secondary structure (Supplementary

Material Sections S1.2 and S1.6)
One of the most important and unique features of forna is the

automatic display of secondary structure information given a 3D

structure as a PDB file. forna automatically extracts base-pair

interaction information using MC-Annotate (Gendron et al., 2001)

and displays the canonical secondary structure, which can be

explored, manipulated or colored as described in the previous sec-

tions. Multiple chains are displayed as disconnected graphs. Proteins

are displayed as larger gray nodes and interactions between different

chains are represented as dashed lines (Fig. 1).

2.7 Reusable display container (Supplementary

Material Section S2)
Researchers can effortlessly share RNA structures online by adding

a few lines of javascript to their web page and showing a diagram of

the secondary structure embedded as an SVG container attached to

any specified element in the DOM tree. This rendering is purely cli-

ent side and requires no calls to the server.

3 Conclusion

We provide an easy to use, accessible, free, open-source web tool for

RNA secondary structure visualization that produces beautiful,

highly customizable plots. Our tool requires no externally installed

Table 1. Comparison of the features of existing RNA visualization

tools (where PV¼PseudoViewer)

forna VARNA PV jVizRNA RNAfdl

Editing � � �

Pseudoknots � � � �

PDB files �

Struct. prediction �

Probing data � �

Custom coloring � � �

Color schemes � �

RNA-RNA pairs � � �

Circular RNA �

Annotations �

Circular layout � � �

forna provides at least three convenient features not found in other programs.

Fig. 1. Screenshot of forna web app displaying the ‘Bacterial Ribonuclease P

Holoenzyme in Complex with tRNA’ (PDB ID: 3Q1Q). Immediately evident are

the regions of the tRNA which are in contact with the ribonuclease, namely

the 50 and 30 end nucleotides, as well as the T WC loop. An RNA-binding pro-

tein is shown as a gray node in the lower-right hand region of the diagram

2 P.Kerpedjiev et al.
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software and is useful for both the exploration and dissemination of

RNA secondary structure.
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Supplementary Material (Gallery)

July 2, 2015

The implementation and description of forna is divided into two parts: the
interactive web application (Section 1) described in the main text as well as an
additional section describing its use as reusable container for displaying RNA
secondary structures on web pages (Section 2).

1 forna as a Web Application

1.1 Drawing a Secondary Structure Starting from an Open
Configuration (Figure 1)

One of forna’s key features is the ability to intuitively edit an RNA structure.
Links between unpaired nucleotides are added by holding the shift key and
dragging from one unpaired nucleotide to another. The structure is immediately
updated along with the coloring. The recalculation is performed on the client
ensuring lag-free updates. Unwanted links can be removed by holding ’shift’
and clicking on them. If the user introduces a pseudoknot with new link, it is
detected and added as a force-less link.

>molecule_name
CGCUUCAUAUAAUCCUAAUGAUAUGGUUUGGGAGUUUCUACCAAGAGCCUUAAACUCUUGAUUAUGAAGUG
.......................................................................

1.2 Visualizing a PDB File
PDB files store information about the 3D positions of each atom in a molecule
as determined by structural biology methods such as X-Ray crystallography or
NMR. While packed with information, they can be difficult to interpret with-
out in-depth knowledge of the structure in question. Extracting the secondary
structure requires the use of intermediate programs such as MC-Annotate 2.
More recently, rnapdbee 1 has been developed as a web service to extract and
display secondary structure from PDB files. The resulting images, however, are
static and wedded to the layout provided by the visualization tool as well as the
secondary structure present in the PDB file.

1
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Figure 1: Drawing an RNA from an open configuration using forna. This
sequence illustrates how one can draw a particular secondary structure and goes
from left to right, top to bottom. Each arc represents the newly added base-
pair, which is added by shift-clicking on an unpaired nucleotide and dragging
to a target nucleotide. In the last column of the third row, a link is removed
by holding shift and clicking on the link. In the final step, a pseudoknotted
interaction is detected and the resulting link is force-less.
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Figure 2: The secondary structure of a Bacterial Ribonuclease P Holoen zyme
in Complex with a tRNA (PDB ID: 3Q1Q). The tRNA is shown in the upper
right hand corner of each figure while a protein can be found in the middle of
the large multi-loop junction. Two coloring schemes are shown, highlighting the
positions of each nucleotide within the structure (A) and the type of structure
at each nucleotide (B).

forna extends this functionality by allowing users to input a PDB file and
displaying an interactive representation that can be explored and manipulated.
Furthermore, forna includes information about protein interactions (an inter-
action in this case denoting the presence of a nucleotide and an amino acid
within 2.8 Å of each other). Figure 2 displays the visualization of a Bacterial
Ribonuclease P Holoenzyme in Complex with a tRNA. Immediately evident are
the interactions between the ribozyme and the 5’ and 3’ ends of the tRNA as
well as the TΨC loop. A protein is seen interacting with the large junction and
one of the interior loops of the ribozyme.

It should be noted that due to computational constraints, we set a limit of
2MB for the maximum size of a PDB file that can be uploaded. Users wishing to
visualize larger molecules are encouraged to download and run the forna server
locally.

1.3 Probing Data
Overlaying chemical probing data on a secondary structure gives researchers an
informative perspective of where highly reactive regions lie. In the examples in
Figure 3, it is clear that the probing data is consistent with the given secondary
structure insofar as the highly reactive regions are unpaired whereas the paired
regions exhibit lower reactivity. The example serves to showcase the ease with
which probing data can be overlayed onto a given structure. The input sequence
and structure for the molecule on the left of Figure 3 are as follows:

>GLYCFN_KNK_0002.rdat
ggaaauaaUCGGAUGAAGAUAUGAGGAGAGAUUUCAUUUUAAUGAAACACCGAAGAAGUAAAUCUUUCAGG

3
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UAAAAAGGACUCAUAUUGGACGAACCUCUGGAGAGCUUAUCUAAGAGAUAACACCGAAGGAGCAAAGCUAA
UUUUAGCCUAAACUCUCAGGUAAAAGGACGGAGaaaacaaaacaaagaaacaacaacaacaac
........(((......((((((((......((((((....)))))).(((....(((.....)))...))
)........))))))))...)))..(((((......(((((.....))))).(((....(((....((((.
...)))).....)))...))).......)))))..............................

The probing data was added by clicking on the ’Colors’ drop-up and then
on the ’Set’ button. The following values (obtained from the RNA Mapping
Database http://rmdb.stanford.edu/repository/detail/GLYCFN_KNK_0002)
were pasted into the field.

247.6424 96.2278 54.8271 46.8534 64.6265 21.8767 39.5119 43.1716 14.4877
8.8179 2.8988 3.7053 23.1721 5.0993 3.4704 49.9487 37.8422 6.636 0.6161
0.3902 13.7014 2.9549 -0.376 1.0762 -0.5679 -0.5 2.0993 0.0671 2.4959
12.2261 13.3004 1.4647 -0.4664 -0.9908 0.0252 0.8216 0.7187 2.399 4.2495
4.4933 33.2972 11.1846 1.4183 -1.4358 1.7068 2.6488 0.4078 0.8826 4.6223
-0.0611 -0.8845 1.3948 15.4353 50.3329 6.4028 4.5445 6.3482 0.467 2.1263
39.3715 47.8274 50.979 9.8241 4.3092 0.4139 0.1997 -1.099 4.1683 32.5064
2.5253 -0.4245 10.2521 37.5462 25.9211 30.8512 21.1141 10.5151 -0.4247
1.2889 67.9884 6.7804 -0.2508 -0.1662 2.5511 -0.1782 1.4556 0.6963 -1.0435
-0.3248 4.0919 33.8002 3.647 -0.0516 33.2451 56.4639 8.8362 1.1629 -0.5062
1.1171 -0.2665 -0.5553 0.942 7.709 0.6988 17.9013 6.2786 3.2409 -1.07
0.1746 7.1433 0.1149 2.2959 9.1101 56.9181 56.5 30.1173 27.094 2.0416
6.6394 -0.1116 13.582 8.9534 3.2413 15.9977 0.9295 0.0206 0.7913 50.923
77.8383 -18.9486 7.2471 3.2602 10.3813 1.1856 61.4109 139.4171 131.8496
8.2972 2.6437 3.0427 74.7002 78.0617 5.4987 2.004 1.2521 -1.2755 12.413
0.4201 -0.4107 3.8533 2.0068 71.2049 108.6537 132.3693 6.8693 0.3981
0.0862 -0.773 11.2572 168.3761 -15.3035 14.3589 29.7187 59.0558 101.8314
110.0697 71.0021 1.9045 3.9161 156.4062 4.5086 0.7884 5.374 30.8158
15.1988 151.4786 126.5493 132.0433 150.3512 19.0894 130.44 174.8229
173.997 200.6308 228.1592

On the right of Figure 3 the input structure is:

GGAAAGCAAUUCGAGUAGAAUUGGAAAGGGAAAGAAACGCUUCAUAUAAUCCUAAUGAUAUGGUUU
GGGAGUUUCUACCAAGAGCCUUAAACUCUUGAUUAUGAAGUGAAAACAAAGUUAAGGAGUACUUAA
CACAAAGAAACAACAACAACAAC
......((((((.....))))))..............(((((((((...((((((.........))
))))........((((((.......))))))..)))))))))........((((((.....)))))
)......................

The color information is also obtained from the RNA Mapping Database
(http://rmdb.stanford.edu/site_media/rdat_files/ADDRSW_1M7_0006):

0.2731 0.5547 0.5066 0.2429 0.2110 0.2948
0.0237 0.0312 0.0589 0.0252 0.0250 0.0468
0.4216 0.4143 0.6900 0.4320 0.1618 0.0377
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Figure 3: Probing data overlayed onto the secondary structure of an adenine
riboswitch (left) and a glycine riboswitch (right). Darker colors indicate higher
reactivity.

0.0555 0.0813 0.0714 0.0446 0.1151 0.8637
0.8640 0.4475 0.1755 0.1821 0.2529 0.7196
0.8994 0.5176 0.2022 0.2314 0.3745 0.2439
0.0354 0.0274 0.0218 0.0216 0.0222 0.0062
0.0148 0.0195 0.0207 0.0289 0.0232 0.0671
0.0316 0.0206 0.0094 0.0309 0.0296 0.0537
0.0360 0.0419 0.1660 0.0566 0.0546 0.7821
0.0637 0.0417 0.0963 0.0317 0.0280 0.0119
0.0262 0.0161 0.0189 0.0304 0.0490 0.0483
1.8979 0.0314 0.0071 0.0332 0.0305 0.0140
0.0191 0.0173 0.0070 0.0188 0.0159 0.0212
0.0211 0.0793 1.0460 0.6202 0.2630 0.0473
0.0220 0.0267 0.0072 0.0206 0.0175 0.0119
0.0504 0.0431 0.0422 0.0572 0.0379 0.0158
0.0500 0.0235 0.0293 0.0577 0.0413 0.4775
0.5773 0.6706 0.8049 0.2942 0.2483 0.3983
0.2593 0.6670 0.1990 0.0585 0.0596 0.0573
0.0267 0.1003 0.6188 0.2840 0.5888 0.9753
0.1816 0.0147 0.0138 0.0146 0.0152 0.0262
-0.0042 -0.0073 0.0000

1.4 Arbitrary Coloring
It is often useful to color certain nucleotides a particular color to illustrate a re-
gion of interest. Figure 4 demonstrates how one can supply coloring information
for specific ranges of nucleotides. The secondary structure in this example is
extracted from the tertiary structure of the Ternary S-Domain Complex of Hu-
man Signal Recognition Particle (PDB ID). The coloring is entered by clicking
on the ’Colors’ drop-up, clicking ’Set’ and then pasting the following text:

18-57:red 64-110:blue
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Figure 4: Specifying an arbitrary coloring scheme for an RNA. In this case, the
secondary structure of the Ternary S-Domain Complex of the Human Signal
Recognition Particle (PDB ID: 1MFQ) is colored to show the two branches
which are involved in protein interactions.

1.5 Kissing Hairpins
One often needs to depict the interaction between two molecules. Figure 5 shows
two small molecules interacting via a kissing hairpin interaction. It should be
noted that this is difficult to display when the interactions are longer than a few
nucleotides due to the layout constraints. Nevertheless, for shorter interactions,
adding artificial links can provide an adequate view of where molecules inter-
act. For this example, the following fasta sequences were entered in the ’Add
Molecule’ dialog:

>a
UCAAAUGAGCUACUCACGUAGCUCAUCCUU
>b
CGAUAUGAGCUACGUGAGUAGCUCAUUGGU

The secondary structures are automatically predicted using RNAfold. The
basepair nearest the hairpin is artificially broken (using ’shift’-click), and extra
links are added between nucleotides 13,14,15,16 and 14,15,16,17.

1.6 Pseudoknots
Pseudoknots are detected in the input structure using a greedy algorithm which
always marks the most nested base pairs as pseudoknots. These nested base
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Figure 5: Two molecules interacting via a kissing-hairpin interactions. The
inter-molecular base pairs are colored blue, whereas the the intramolecular base
pairs are colored red.

pairs are then added as strength-less links and removed from the rest of the
structure. Figure 6 shows two examples of structures with pseudoknots, one
input as a pdb file (group II intron, PDB ID: 4FAW, left) and the other input
from a dotbracket representation (corresponding to an adenine riboswitch). The
dotbracket string for generating the structure on the right is shown below. Note
the two different types of brackets used (’()’ and ’[]’) in order to denote nested
nucleotides. Other brackets such as ’{}’ and ’<>’ can also be used to denote
multiply nested pairs.

>molecule_name
CGCUUCAUAUAAUCCUAAUGAUAUGGUUUGGGAGUUUCUACCAAGAGCCUUAAACUCUUGAUUAUGAAGUG
((((((((((..((((((...[[[...))))))......).((((((..]]]..))))))..)))))))))

1.7 Circular RNA
RNA usually exists as a single strand with distinct 5’ and 3’ ends, but it can
also be found as a circular molecule. Such molecules have been ligated at their
5’ and 3’ ends and thus have no external loops. These can be displayed using
forna (Figure 7) by appending an asterisk to the end of the dot-bracket string.

>circular_rna
CUGCUCCACGCAAGGAGGUGGACUUAAGCGGCUCAUCCGGGUCUGCGAUAUCCACUGCGCGG
UAUGCGCUCGCGAGUUCGAAUCUCGUCGCCAGUACACUGACUUCACUGGCGUGUCCGAGUGG
UUAGGCAA
..(((((((....(((((((((.....(((((((....))).))))....))))))((((..
...))))..(((((.......)))))(((((((...........)))))))..)))..))))
...)))..*
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Figure 6: Pseudoknotted structures from an input dotbracket file (1Y26, upper
right) and a PDB file (PDB ID: 4FAW, left).

Figure 7: A circular RNA with no external loops and/or 5’ and 3’ ends.

Figure 8: An example of using the FornaContainer to easily display an RNA
structure within a web page.
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2 forna as a Javascript Viewing Container
The web-application version of forna described in the main text relies on a
server to calculate an initial layout which is then refined by the force-directed
layout calculation. It provides an interface for adding and removing structures
as well as for changing the coloring and the display parameters. There are,
however, other applications where one may simply want to display a structure
without allowing the user to display their own or to change coloring. This is
often the case when one wants to share structures online, as for example, from
a secondary structure prediction server. To accommodate this need, we provide
an independent javascript container which is completely decoupled from the
back-end server. The initial calculated layout is simpler, and features such as
displaying a PDB file (which require server-side annotation) are disabled, but
other features such as panning, zooming and dragging can be enabled using
specific parameters.

The container is available as its own repository (called fornac: for fornat
container), and can be instantiated using only a few lines of javascript code.
While the specifics of the API are detailed in the online documentation at
https://github.com/pkerpedjiev/fornac, The general pattern for use is shown
in the example web page below:

<!DOCTYPE html>
<meta charset="utf-8">

This is an RNA container.
<div id=’rna_ss’> </div>
This after the RNA container.

<link rel=’stylesheet’ type=’text/css’ href=’css/fornac.css’ />
<script type=’text/javascript’ src=’js/jquery.js’></script>
<script type=’text/javascript’ src=’js/d3.js’></script>
<script type=’text/javascript’ src=’js/fornac.js’></script>

<script type=’text/javascript’>
var container = new FornaContainer("#rna_ss",

{’applyForce’: false, ’allowPanningAndZooming’: true});

var options = {’structure’: ’((..((....)).(((....))).))’,
’sequence’: ’CGCUUCAUAUAAUCCUAAUGACCUAU’

};

container.addRNA(options.structure, options);
</script>

The two key features of the example are the div to contain the forna con-
tainer and the javascript at the bottom which populates it with an RNA se-
quence, secondary structure and some optional parameters. The resulting web
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page can be seen in Figure 8 where a visualization of the RNA secondary struc-
ture appears without the need to first create a static image or call a java library.
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Part III

TERTIARY STRUCTURE PREDICTION

While tertiary structure information may be gleaned from

experimental techniques such as X-ray crystallography or

NMR spectroscopy, these methods are o�en expensive, cum-

bersome or simply impractical. An accurate computational

method for determining the tertiary structure of an RNA

molecule would be a boon to researchers looking to quickly

and cheaply gain an insight into the three dimensional ar-

rangement of the helices of an RNA molecule.

We have developed a new method for predicting tertiary

RNA structures which uses statistical sampling to create

an ensemble of structures conforming to a known distribu-

tion of coarse-grain measures such as the radius of gyration,

the distance between loops, and the number of expected A-

minor interactions. �is section describes the coarse-grain

model we use to represent RNA tertiary structure. It will ex-

plain the sampling procedure we use to generate structures

conforming to a target distribution. It concludes with addi-

tional results and suggested avenues for further exploration.





8
A HELIX-CENTERED COARSE-GRAIN MODEL

In an all-atom molecular model, the global conformation of an RNA

molecule can be de�ned by the values of the six backbone torsion angles

, the glycosidic bond torsion angle (χ), and the sugar pucker (Figure 8).

Given these values for each nucleotide, one can reconstruct an entire

RNA molecule on an atomic level. When a coarse-graining is introduced,

the dimensionality of the parameterization is reduced. �is has a twofold

e�ect of shrinking the conformational space and blurring the accuracy of

the resulting model. A model that uses a single point to represent a nu-

cleotide can be parameterized using just three parameters per nucleotide

(e.g. x,y and z coordinates). At the same time, the exact position of the

individual atoms will be ambiguous.

Our coarse-grain representation of an RNA molecule is dependent on

the regularity of the double stranded helix. Given its uniform structure,

we can represent its position using ten parameters (three coordinates for

the start position, three coordinates for the end, and four for the location

of its minor groove ). �e regions between helices are also de�ned by six

parameters, but these parameters simply relate the positions of the helices

which �ank the loop region.

With respect to structure prediction, this coarse-graining has twomain

advantages:

• To shrink the conformational space: less potential conformations

for the model.

Figure 8: The torsion angles of an RNA nucleotide.
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Figure 9: The parameters used to de�ne a stem in our coarse-grain model. The stem
start and end coordinates are points in 3-space, as are the twist start and end
vectors. The interpolated twist vectors are not stored explicitly but calculated
as an intermediate in determining virtual residue positions (Section 8.4).

• To restrict the computational workload required to generate and

evaluate models.

To reap these bene�ts, it must sacri�ce atomic details and the addi-

tional information they contribute to the energy/validity of the proposed

structures. Our model takes coarse-graining one step beyond a one-point

per nucleotide resolution and represents RNA helices as geometric helices

having two end points and a twist parameter indicating the position of
the minor groove and how much the helix turns along its length.

8.1 Helices are de�ned by 10 parameters

Each coarse-grain helix can be de�ned by a total of 10 parameters con-

sisting of its start and end points, each in 3-space, and four parameters

de�ning the location of its minor groove (Figure 9). In practice, however,

each stem is described using 12 parameters. �ey can be found in each

coarse-grain structure �le under the coord section:

coord s2 24.10 -28.58 0.013 35.83 -33.22 -2.85

�ese values represent a start point (x,y, and z coordinates) and an end

point (x,y, and z coordinates). �e rotation of the helix is represented by

another six parameters (Ts and Te in Figure 9):

twist s2 0.34 0.32 0.88 -0.39 -0.53 -0.74

�ese six parameters de�ne two vectors.�e �rst starts at the beginning

of the stem and the second at the end. �ese vectors point toward the

middle of the minor groove for this helix. While six coordinates are used,
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only four are actually necessary for this representation. Because the two

twist parameters are coplanar and equal in length, the second twist can
be represented as a rotation of the �rst around the axis of the helix.

In principle, each helix need only be de�ned by four parameters: a

direction vector (3 parameters) and a helical rotation (1 parameter). If the

start and minor groove direction are given, then the length and helical

rotationwill de�ne its end point and �nal location of theminor groove.We

use the 12 parameter representation simply for the sake of simplicity, ease

of calculation of energy functions and statistics, as well as for visualization.

8.2 Inter-helical orientations can be de�ned by six parameters

�e orientation of one helix (s1) with respect to another (s2),O(s1, s2),
can be represented by six parameters [9]:

• r, φd, ψd which describe the start of the axis of s2 relative to the

end of s1

• φo, ψo, which describe the direction of the axis of s2, relative to

the axis of s1

• t, which describes how much s2 is twisted relative to s1

�e values of the orientation parameters depend on the order of the

two stems:O(s1, s2) 6= O(s2, s1).
�ese parameters can be assigned to loops separating pairs of helices.

Such loops function as degrees of freedom in our simulation. Changing

their parameters alters the orientations of the helices and thus introduces

regions of relative �exibility within the coarse-grain model.

8.3 Terminal loops can be de�ned by three parameters

Because terminal loops such as hairpin loops and exterior loops play such

an important role in the tertiary structure of an RNAmolecule, they must

also be considered in our model. While the parameters of interior loops

and sections of multiloops are implicitly de�ned by the stems that �ank

them, hairpin loops and exterior loops need to be explicitly parameterized.

We have decided that each will be represented by two points specifying a

start and an end. �e start point is necessarily the end of the stem which

that loop is connected to.�e end point is de�ned as the C1’ atom furthest

away from the start point (Figure 10).

Because the end of the previous stem de�nes a coordinate system using

the basis vectors of its axis and terminal twist parameter, the loop’s end

coordinates can be represented as a triple of spherical coordinates:
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Figure 10: The parameterization of a terminal loop. r is the distance from the end of
the stem to the furthest C1’ in the loop. θ is the polar coordinate andφ is
the azimuth coordinate.

• r: �e distance from the end of the stem.

• θ: �e polar angle.

• φ: �e azimuth angle.

In practice, loops are de�ned using six parameters indicating the start

and end of the the line segment representing them. As implied above,

three of these parameters are redundant as they are simply the end point

of the previous stem (e.g. the coord de�nition in Section 8.1).

coord h0 35.83 -33.22 -2.85 46.66 -23.38 -20.99

8.4 Virtual residues are interpolated nucleotide positions

Because stems are so regular and we know the approximate location of the

minor groove, we can use that to estimate the position of each nucleotide

in a stem. �e estimated positions will herea�er be referred to as virtual
residues and will be important in creating energy functions for excluded
volume (Section 8.6) and junction closure (Section 8.7). Given a stem

with a start vector S, an end vector E, a length of l base pairs, and an

initial twist vector Ts, a twist per nucleotide of t, an angular o�set for each

nucleotide from the center of the minor groove of o, then the position Ps
of the n’th base pair along the stem is:

Ps = S+ n(E− S)/l (2)
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Figure 11: The positions of the virtual residues shown as cyan and magenta balls for
the right and left strands, respectively.

�e position of the center of the minor groove there is:

V = (E− S)xTs

Pm = Ps + Ts ∗ cos(t ∗ n) + V ∗ sin(t ∗ n)
Because the nucleotides are o�set by o radians from the center of the

minor groove, the positions on the le� and right strands are, respectively.

Pnl
= Ps + Ts ∗ cos(t ∗ n+ o) + V ∗ sin(t ∗ n+ o)

Pnr = Ps + Ts ∗ cos(t ∗ n− o) + V ∗ sin(t ∗ n− o)

An illustration of where the virtual residues are positioned is shown in

Figure 11. �ese positions could be
improved by shi�ing the
le� and right sides up or
down along the stem
axis by some �xed
amount.

8.5 Virtual atoms are interpolated atom positions

Similar to how we calculate the positions of virtual residues, we can cal-
culate the positions of virtual atoms. �ese positions are where we would
expect to see the backbone atoms of a helix, if it were an ideal helix. To

calculate these positions, we create an arti�cial coordinate system con-

sisting of the helix axis E − S and the vector toward the minor groove
at each base pair position in the stem, Pm. By using the ribosome as a

template structure, we calculate the average position for each backbone

atom within this coordinate system. �ese average positions can then

be used to calculate virtual atom positions for each nucleotide in a stem
(Figure 12).

8.6 Avoiding excluded volume

Of all the energy terms in all the structure prediction suites, perhaps the

most common is a clash energy term. �is term, intended to quantify �e clash energy term is
intended to
approximate the e�ects
of the Lennard-Jones
potential which models
the interaction of two
atoms at a close
distance to each other.
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Figure 12: The positions of the virtual atoms shown as green balls. They don’t exactly
overlap with the real positions of the backbone atoms due to the deviation
of the stem from the average stem and the nucleotides from the average
nucleotide.

excluded volume is included to prevent predicted structures from con-
taining sterically impossible overlapping atoms. Because we don’t track

individual atoms, we use the positions of the virtual residues as an ini-

tial �lter for where there may be clashes. If we �nd virtual residues that

are within 10Å of each other, the virtual atoms for the stems containing

them are calculated and checked for clashes (i.e. unbonded atoms that are

within 1.8Å of each other). An energy is then calculated by multiplying

the number of clashes by a su�ciently large number (10000, in our case)

to ensure rejection of the structure in the sampling step.

8.7 Maintaining junction integrity

Ernwin builds structures by placing stems relative to each other, along the

minimum spanning tree of the skeleton graph [87] (Chapter 6). Because

multiloops are circular, breaks are implicitly inserted at the longest single
stranded segment. �ese breaks are sections for which parameters are
not sampled because they are implied by the parameters of all the shorter

segments in the cycle. �e broken segment may, however, end up being

longer than can be physically spanned by a single stranded RNA chain.

To determine if this is the case, we created a heuristic that takes as input

the length of the broken segment in nucleotides and calculates how long

(in Å) the physical segment can be.

We created this heuristic by simulating the construction of thousands

of multiloop regions of varying lengths. We then reconstructed the stems

adjacent to the multiloop regions and tried to bridge broken segment

with an all-atom backbone RNA chain. �e bridging was performed by

aligning the start of the multiloop RNA chain to the previous stem and

performing cyclic coordinate descent [27] along the torsion angles of the

multiloop chain to try and align its last nucleotide to the next stem. If the
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Figure 13: The distance spanned between the O3’ and P atoms of the last nucleotide of
the �rst stemand �rst nucleotide of second stemadjacent to the closed loop,
respectively (Figure 16, virtual atom length label). Points show the maximum
distance spanned by a given loop length (in nucleotides).
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Figure 14: The distance spanned between the last virtual residue the �rst stem and
�rst virtual residue of second stem adjacent to the closed loop, respectively
(Figure 16, virtual residue length label). Points show the maximum distance
spanned by a given loop length (in nucleotides).

RNA chain spans the broken multiloop segment length, its last nucleotide

will align to the �rst nucleotide of the second stem with a low RMSD. To

see how far a given fragment can reach, we plotted the maximum distance

that could be spanned bymultiloop sections of varying nucleotide lengths.

A distance can be spanned if the multiloop fragment can be aligned to

the last nucleotide of the previous stem and the �rst nucleotide of the

next stem. �e last nucleotide of the multiloop is considered aligned if

its RMSD to the �rst nucleotide of the next stem is less than 0.1Å a�er

performing CCD.�e nucleotides being aligned are not counted in the

nucleotide length of the fragment. We tabulated these results and display

them in Figures 13, 14, and 15.

�e results show an expected linear relationship between the length of

the multiloop segment in nucleotides, and the length between the two

stems that it can span. �e deviations from the linear regression are due

to the fact that we allow rotations of the ε and ζ torsion angles of the
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Figure 15: The maximum length of a coarse-grain multiloop element spanned by a
fragment of a given nucleotide length (Figure 16, CG element length label).

CG Element Length
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Figure 16: We tested threemeasures for quantifying the length of amultiloop segment.
The CG element length measure spans the distance between the start and
end of the two stems �anking the multiloop segment. The virtual residue
length measure spans the distance between the last virtual residue of the
�rst stem and the �rst virtual residue of the second stem. The virtual atom
length measures from the O3’ atom of the last residue of the �rst stem to
the P atom of the �rst residue of the second stem.
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last nucleotide of the �rst stem and the α, β, γ torsion angles of the �rst

nucleotide of the second stem, when performing CCD.





9
MEASURING 3D MODEL DIFFERENCES

Structure prediction programs generate models which generally do not

have the same arrangement of atoms as the real (solved by X-ray crys-

tallography or NMR) structure. �is chapter will attempt to answer the

question of how we measure the di�erence between two models. How can
we quantify how similar one atomic model is to another? If two macro-
molecules can be perfectly superimposed on top of each other, they can be

considered e�ectively identically. If they are superimposed on top of each

other such as to minimize the distances between equivalent atoms, then

we can calculate their deviation as the sum of the squares of the distances

between equivalent atoms. �is measure, the RMSD, is a simple, universal

way to quantify the similarity between two models. �e remainder of this

chapter will introduce the interaction network �delity (INF), the RPF, and

the ACC measures. �ese measures allow us to quantify the di�erence

between two atomic models and thus evaluate how well di�erent methods

can predict tertiary structures. Better predictions will be closer to the

known structure, whereas poorer predictions will be further. E�ective

methods of measuring model deviation come in di�erent �avors and

rely on di�erent properties of the molecular models to measure these

di�erences. Some of their strengths and weaknesses are described in the

following sections.

9.1 RMSD and dRMSD

�e traditional way to measure the di�erence between two protein or

RNA models is to compute the RMSD between the positions of the atoms

a�er superimposing them[83]. A similar measure, the root mean square As interactions
(typically hydrogen
bonds) determine many
structural and
functional properties of
the molecule, it is
fruitful to measure
which are correctly and
incorrectly predicted.

deviation of the distances between atoms (dRMSD) quanti�es how much

the inter-atomic distances di�er between two molecules. �is measure,

while strongly correlated with the traditional RMSDmeasure is insensitive

to stereochemical properties of themolecules [31].While both approaches

are widely used, they o�er little insight into the nature of the deviations of

the two molecules. To counter this, the INF and RPFmeasures have been

used to quantify which noncanonical interactions are correctly predicted

and which sections of the molecule are predicted to be near to each other.

Due to the coarse-grain nature of our model, the exact interactions

are di�cult to ascertain. As such we rely on the more traditional RMSD

measure, computed on the virtual residues of the coarse-grain model.

When comparing predictions obtained from Ernwin to other structure

113
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Figure 17: The distances between elements which have interactions in the crystal
structure of the large ribosomal subunit (PDB ID: 1S72 [93]), where h = hairpin,
i = interior loop, m =multiloop, s = stem.
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Figure 18: The strong correlation between the all-atom RMSD and the CG RMSD in the
plot on the left indicates that the CG RMSD is a suitable proxy for the all-atom
RMSD when comparing CGmodels. The plot on the right shows that the ACC
is less correlated to the RMSDmeasure.

prediction programs, we thread a coarse-grain model onto their repre-

sentation (be it an all-atom or a di�erent coarse-graining) and calculate

the RMSD between the virtual residues of the CG representations. �e

large correlation between the RMSD between the all-atom models and CG

models (see Figure 18) indicates that this is indeed a valid measure and a

suitable proxy for the more traditional all-atom RMSD.

9.2 Interaction network �delity

�e INF abandons the notion of using atomic positions to describe an

RNA molecule in favor of the interactions that occur in the molecule.

Each RNA can be described as a set of canonical Watson-Crick and

noncanonical base pair interactions. �ese interactions can be annotated

using programs such as MC-Annotate [56] or RNAView [194]. Given

annotations for the native (reference) and predicted (model) structures
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we can estimate the true positives (present in both sets), false positives

(present in the model, but not the reference), true negatives (absent in

both reference and model) and false negatives (absent in the model, but

present in the reference) and calculate the MCC:

MCC =
√
PPV × STY (3)

PPV =
|TP|

|TP|+ |FP|
(4)

STY =
|TP|

|TP|+ |FN|
(5)

�e interaction network �delity between two structures A and B, is

calculated as INF(A,B) =MCC(A,B) [132]. While this measure is rea-
sonable for all atom models where the emphasis is on modelling minute

details correctly, it is intractable for our model where very precise atomic

locations are not known and thus noncanonical (or even canonical) pair-

ing can not be assigned. In lieu of the INF, however, the RPF provides a way

to quantify model similarity based on the number of potential contacts

that are made between non-connected secondary structure elements.

9.3 �e RPF measure

�e RPF measure quanti�es how many elements are placed at within a

certain distance of each other [76, 77]. It de�nes two elements as being

correctly positioned if the distance between them is less than some thresh-

old δ. True positives are instances where two elements which are close

together in the native structure are predicted to be close together in the

model, true negatives when two elements which are far away are predicted

to be far away, false positives when two elements are positioned close

when they should be far and false negatives when two elements are far

away when they should be close. �ese values can then be used to calcu-

late the recall and precision. �e recall and precision, in turn, can be used

to calculate an F-score indicating the overall accuracy of the model.

Using the F-score alone, however, provides nomeasure of its discrimina-

tory power. It is possible that a model has a high F-score regardless of the

prediction method used. A small model, for example, where all residues

are within the distance threshold will always have a high F-measure. �is

doesn’t say anything about the quality of the model. To mitigate this, the

CASP experiments use the discriminatory power (DP) score, which com-

pares the F -measure of the predicted model to one generated using a

freely rotating peptide chain [76, 77]. When reporting the RPF score in

CASP experiments, the evaluators are actually referring to the DP score

calculated from the recall, precision and F-measure (RPF).
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9.4 �e ACC

Our model’s coarse-grain representation precludes the use of the INF as a

measure of model quality. We simultaneously assume a de�ned secondary

structure for the helical regions and neglect the exact conformations of

other regions.�is makes it impossible to count the number of noncanon-

ical interactions our model might predict. We can, however, borrow from

the RPF measure and calculate which elements are within a certain dis-

tance of each. �is provides us with a set of adjacencies, that indicate
which elements are near to each other. By calculating if two elements are

correctly predicted to be adjacent (i.e. their closest points are less than

δÅ apart) we can obtain true positive, false positive, true negative and

false negative values from which to calculate the MCC. We will call our

measure, as calculated from this confusion matrix, the ACC and use it to

measure the similarity between structures.

Which elements, then, should we consider to be adjacent? How do we

pick a value for δ which excludes adjacencies arising from local structure,

while retaining those from long range interactions? To begin, we examined

the distances between elements that are known to interact through at least

one hydrogen bond (as annotated by MC-Annotate). �ese elements

were extremely rarely at a distance greater than 30Å apart, measured

between the nearest points on each coarse grain element (Figure 17). Of

those, only 16 out of 194 were further than 25Å apart. At the same time,

the number of pairs greater than some distance, d, from each other begins

to rapidly increase at d = 25Å (Figure 19, le�). Around this point, the

posterior probability that two elements interact when they are a distance

d from each other decreases to nearly 0 (Figure 19, right green). With

this in mind, we feel justi�ed in calling elements that are within 25Å of

each other adjacent and using them to calculate the similarity between
two models using the ACC.

Using all pairs of elements that are within 25Å of each other as adjacen-

cies is problematic, however, because it incorporates many elements that

are necessarily close to each other by virtue of the secondary structure

they share. We would like to exclude these elements in order to increase

the discriminatory power of our measure. How far away, then, should two

nucleotides be in the secondary structure graph (nucleotides as nodes,

backbone and base pair bonds as links) in order to be counted in the

ACC? Two nucleotides separated by a base pair or a backbone will always

be within a certain short distance of each other. How far will they be if

separated by two backbone or base pair connections? What about ten?

Ideally, we want to pick a secondary structure distance beyond which the

fraction of elements within a distance δ of each other, out of all pairwise

distances, drops to a reasonably low value.
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Figure 19: Kernel density estimates of the probability of seeing two elements at a given
distance from each other (left), the probability of seeing two elements at
a given distance from each when they are known to interact (right, blue)
and �nally the probability that two elements are interacting when they
are a given distance from each other (right, green), as calculated by Bayes’
formula. The vertical red dashed lines indicate the distance (25Å) we chose
as a cuto� for consider elements as being adjacent.

We can also look at the relationship between graph distance (howmany

backbone or base pair bonds need to be crossed in order to get from one �e graph distance is
calculated as the
number of backbones or
base pairs that need to
be traversed in order to
reach one nucleotide
from another. Two
adjacent nucleotides
thus have a distance of
one. Two paired
nucleotides also have a
distance of one.

nucleotide to another) and the number of element pairs within 25Å of

each other and see that the slope sharply decreases a�er a distance of

about 10 links (Figure 20). �is is consistent with A-form helices which

have a rise of between 2.3Å and 2.8Å per base pair for DNA and RNA,

respectively [182, 173] (See Figure 21). Figure 20 shows that the fraction

of all pairs that are less than 16 links apart is around 0.2 and that the total

number of pairs of elements which are closer than 25Å begins to plateau

at around 10 links. We thus chose 16 links as the cuto� below which we

do not consider adjacencies. �is will leads to less discrimination among

smaller structures but hopefully less noise among larger structures.
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Figure 20: The distribution of pairwise distances between coarse-grain elements as
a function of how far apart they are in the secondary structure. Plot (a)
shows the fraction of all distances which are less than 25Åwhile (b) shows
the total number closer than 25ÅṪhe vertical dashed red line marks a sec-
ondary structure distance of 16 basepair or backbone links (that separate
two elements), which we use for calculating ACC values.
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Figure 21: Data from the ribosome crystal structure con�rms a rise of 2.54 nucleotides
per base pair in helices of varying lengths.



10
METHODS OF SAMPLING AND ENERGY EVALUATION

10.1 How to sample from a probability distribution

Our goal in predicting ensembles of RNA structures is to draw a sample

of structures that represents the true distribution present in the cell. What

does this distribution look like and how do we sample from it? �ese two

questions are inextricably linked and the answer to the former greatly

in�uences how we must address the latter. �is is true not only because

knowledge of the properties of a distribution is necessary in order to sam-

ple from it, but because our uncertainty of the nature of RNA structures in

solution can yield more than a single probability distribution describing

their characteristics.

In our case, we have at least two di�erent distributions that we wish

to sample from: the local structure (X), which is simply a tabulation of

fragments of known structures and the global structure which can be

described by terms such as the Radius of Gyration (ROG). We can ask the

more concrete question of how to sample structures which have a local

structure conforming to the local structure modelQ(X) and at the same
have the properties de�ned by the global model P(X)? �e answer lies in
the reference ratio method and adaptive rejection sampling [65, 179, 17].

For the remainder of this section, the examples will use the Metropolis-

Hastings algorithm for sampling. �is algorithm can be used to sample

from some distribution p(x) when pulling samples from another dis-

tribution q(x) by evaluating an energy equivalent to E = −log(
p(x)
q(x)).

�e Metropolis-Hastings sampling algorithm operates on a very simple

principle: if the energy of the current value is lower than the energy of

the previous value, accept it. Otherwise, accept it with a probability pro-

portional to the di�erence in energy between the current and previous

values:

�is yields samples from the distribution p(x) rather than the distribu-
tion q(x), which is useful, because it allows us to sample from distribu-
tions which don’t allow direct sampling. �is works �ne when we know

q(x). In reality, however, q(x)may be unknown. If we are trying to sam-
ple structures with a particular ROG, what do we use as the denominator

in our energy formulation?

To answer this question, let’s consider a simpler example. Suppose

that q(x) yields arrays (e.g. of length 5) of numbers drawn fromN(0, 1)
(whereN(µ, σ) is the normal distribution with a mean, µ, and a standard
deviation, σ). �is will be the local distribution. �is distribution implies

119
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Listing 1: Metropolis-Hastings algorithm

prev_value := sample_from_q()
while true

curr_value = sample_from_q()
if energy(curr_value) <= energy(prev_value):

yield curr_value
prev_value = curr_value

else
if random() <= exp(energy(prev_value) -

energy(curr_value)):
yield curr_value
prev_value = curr_value

else:
yield prev_value

end; �

20 10 0 10 20
value

0.0

0.1

0.2

0.3

0.4

p(
x) X

Q(Y)

Figure 22: The distribution of individual numbers sampled in each array (the local
distribution, X) along with the distribution of their sums (Q(Y)).

a global distribution, Q(Y) over the sums of the values in the arrays
(Figure 22):

But what if we actually want to sample arrays which have sums dis-

tributed according toN(2, 3) (this being our target distribution, P(Y))?
How do we accomplish this? �e simplest way is to run a sampling

with no energy, which we can use to estimate Q(Y), �t a probability
distribution to it, and use that to formulate an energy function where

E(X) = − log(P(Y)/Q(Y)). �is works well when the target P(Y) has a
narrower distribution (i.e. lower standard deviation) than the reference

(Q(Y)) (Figure 23 a), but can lead to artifacts when it has a broader distri-
bution (i.e. greater standard deviation) than the reference (See Figure 23

b).

While Hamelryck et al [65] mention the potential (no pun intended)

of using this method iteratively to get nearer and nearer to the target

distribution, we take another tack and continuously update an estimate,

Qe(Y), of the background distributionQ(Y) every n iteration steps and
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Figure 23: Using the reference ratio method to sample from a coarse-grain variable Y
with a distribution of P(Y). A narrow P(Y) leads to excellent sampling using
the estimation ofQ(Y) from the initial, energy-free sampling (a), whereas a
broad P(Y), leads to an undesirable bi-modal sampling of values that does
not conform to P(Y).

accept or reject new values with a probability equal toPaccept = k
P(Y)
Qe(Y) .

�is process, known as adaptive rejection sampling [17], allows us to

sample from a complex probability distribution of coarse-grain values

while drawing values from a di�erent underlying proposal distribution

. As can be seen in Figure 24, with this technique we can sample values

from our target distribution even though it is wider than the underlying

proposal distribution.

10.2 Distribution approximation using kernel density estimates

�e previous sections make ample use of the term probability distribution.
What does this term actually mean in our context? How do we estimate a

probability distribution from a set of data? Perhaps it’s best to start with

an example. Imagine a room containing seven people: three are about �e values that one
would expect to see
when rolling dice are
uniformly distributed
between 1 and 6.

174 cm (or 173.8 cm, 174.2 cm and 174.3 cm, to be precise) two are 180 cm

(179.9 cm and 180.0 cm) and one is 160 cm exactly. What are the chances

that we go outside and see a person who is 170 cm tall? To answer this

question, we have to make a few assumptions:

• �e people in the room are representative of the people in the

population outside of the room. �e word distributed
here refers to how o�en
we would expect to see
data points with a
particular value.

• We don’t know anything about how heights are distributed, except

what we can infer from the people in the room.
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Figure 24: Using adaptive rejection to sample from a probability distribution signi�-
cantly wider than the the proposal distribution. The edges of the sampled
curve are cut o� due to the lack of proposed samples in that region.

• When we ask “What are the chances that we see someone who is
170cm tall?”, we are really asking “What are the chances of seeing
someone who is greater than 169.5 cm tall and less than 170.5 cm
tall?”

�e number of heads
one would expect to see
a�er �ipping a coin 100

times is binomially
distributed.

Without having seen anybody outside of our little room, assumption 1

is reasonable enough. Of course, it is possible that we already have some

idea of what humans look like, such as "humans are always less than 300
cm tall". �is would be a prior assumption and we’ll assume for the sake
of this explanation that we lack it. Although we’ll come to this point later

when describing potential uses of our method given experimental data

about an RNA molecule, for the moment we assume we have no other

information apart from the 7 people in the room.�e heights of people
are generally normally

distributed (more
average sized people,
less extremely tall or

extremely short people).

Assumption 2 is vague, but important. If we knew how the heights

were distributed, then we could �t that distribution to our data points,

calculate a probability and be done with this example. Because we don’t

know how they are distributed, we have to �nd a distribution as well as to

estimate parameters for it. �e data points could be uniformly distributed

from the smallest value (160 cm) to the largest (180 cm). �ey could be

normally distributed with a given mean and standard deviation or they

can follow any number of other distributions. As we don’t know, however,

we need to start somewhere else. A good �rst step would be to examine

our data by looking at a histogram of the heights.

Given our small sample size, this reveals little. If we used the proba-

bilities in the histogram, we could assume that the chances of �nding a

person who is 170cm tall is 0, and this is highly unlikely. What we need

to do is to smooth the probability distribution using a kernel. To do this
we generate a probability density curve, that is equal to a sum of kernel
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functions (normal distributions, in our case) centered at each point in

our data set. �ese distributions are then be combined and normalized

to yield a continuous probability distribution over the entire range of

(known) data, in a process known as kernel-density estimation [158].

But howwide should wemake the distributions centered on each point?

�is is a topic of broad contention. For the sake of brevity, we’ll simple

note that we use a heuristic called Scott’s rule [158] to select a bandwidth

(distribution width and normalization factor) which would minimize the

error of the kernel density estimate if the underlying data were normally

distributed. �e next sections will begin to describe how we use such

kernel density estimates (KDEs) to create energy functions for use with

our coarse-grain model.

10.3 Target distribution describing global RNA structure

�e previous two sections (10.1 and 10.2) introduced the concept of sam-

pling and probability distribution estimation using KDEs. �ese two meth-

ods provide us with powerful tools for sampling not only the tertiary

structure of RNA, but for any other macromolecule as well. �e two ma-

jor necessities, a proposal distribution and a target distribution generate

arbitrary structures and evaluate how well they conform to our expecta-

tion of the global structure, respectively. �e remainder of this section

will explain the concept of a target distribution, and how we go about

estimating it.

To root the analogy from the previous section in reality, consider the

simple measure of the radius of gyration of a molecule. �is measure

indicates roughly how wide a molecule is. Due to intramolecular interac-

tions, macromolecules tend to be more compact than expected by chance.

Previous prediction tools [169, 82, 35] seek to simply minimize the radius

of gyration in predicted structures. �is, especially in the case of RNA,

which is not as compact as proteins, becomes counter-productive a�er

a certain point. RNA structures which are too compact are actually less

likely than moderately compact ones (Chapter 6, Figure A.3).

So how do we determine what the ideal radius of gyration is? We

don’t, a�er all, have access to all RNAs in solution. What we have is the

equivalent of our proverbial room of people from the previous example.

�is room is populated by all of the structures that have been solved. To

avoid over-�tting and to reserve ourselves an ample quantity of the test

structures for evaluating our prediction method, we only use the large

ribosomal subunit of the H. marismortui ribosome (PDB ID: 1S72 [93]),
to extract statistics about global RNA structure. �is 2922 nucleotide

structure has a plethora of structural which we can use to extract statistics

about how an RNAmolecule should look.�e 23s ribosomal subunit does

have one disadvantage when used as the sole source of information about
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Figure 25: Creating �ve structures out of one by taking substructures of a solved 3D
atomicmodel. The structure of the Group II Intron (PDB ID: 4FAW [111, 14], has
been randomly divided into �ve substructures containing linked secondary
structure elements. The corresponding nucleotides have been taken from
the PDB �le and used to calculate the ROG of that fragment.

the distribution of radii of gyration among RNA molecules. Namely, it

is just one molecule, with one radius of gyration, and thus should only

count as one data point. �is is hardly adequate for �tting a probability

distribution.

Fortunately, given the size of the ribosome, we can employ some trick-

ery to squeeze extra data out of it. �e ribosome itself has a complex

secondary structure [139]. If we take substructures containing continuous

regions of secondary structure, we can decompose it into a multitude of

smaller structures from which to extract statistics about the distribution

of radii of gyration. Figure 25 shows an example of a large structure which

is partitioned into substructures with unique statistics. �is list of ROGs

becomes our list of person heights, to which we �t a KDE and obtain a

probability distribution. �is is called our target distribution, because it
is our best guess as to how the ROGs of RNAs are distributed. When we

predict the structure of any similarly sized (in nt) RNA, we will try and

sample structures with ROGs conforming to this distribution.
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Because we are predicting structures for a sequence with a given length,

it is necessary to condition our target distribution on the length of the

input sequence. �us, if we are predicting the structure for a sequence

of length 76, we would try and obtain a target distribution of ROG values

that would be expected of a structure of length 76. We do this by taking a

subset of our substructures which have a sequence length greater than l

and less than u such that there are at least 100 substructures within this Future work could
establish a more
statistically sound
method of choosing how
many substructures are
necessary to provide an
adequate estimate of
the parameters of a
loop.

range. �ese values are chosen such that we have a reasonable number of

substructures from which to build our target distribution.

A null model to compare it to for a structure X would be the distribu-

tion of radius of gyrations that we obtain by sampling from our proposal

distribution with no energy function. �e results, as seen in [87] (Chap-

ter 6, Figure A.3), clearly indicate that substructures from the ribosome

are more compact than structures generated using only a local structure

model.

Another quality control measure for how well our target distribution

approximates the population of known RNAs is to see where the ROG

values of the crystal structures fall on the curve. Figure A.6 in [87] (Chap-

ter 6) shows, among other things, the target distribution for the ROG for

all of the structures in our test set (Appendix). As seen in the �gure, the

native values tend to fall just short of the peak of the target distribution.

While this is not ideal, it’s expected insofar as our method of selecting

substructures from the ribosome selects them randomly based on their

secondary structure. It does not take into account long-range interac-

tions. A potential improvement could omit substructures involved in a

long-range interaction with an element that is not part of that selected

secondary structure.

�e same approach can and is used to build up target distributions for

two other coarse-grain measures: the loop-loop interaction distance, and

the expected number of A-minor interactions. How these are calculated

is described in the methods of [87], which is added as an addendum to

this thesis in Chapter 6.

10.4 Sampling local RNA structure

�e local structure of an RNA molecule is de�ned by the torsion angles

of its individual nucleotides. In our coarse-grain representation, torsion

angles are replaced by inter-helical orientation parameters. Building a

model using such parameters taken from solved structures should, natu-

rally, yield models with native-like local structure. �e global structure,

as described by the distances between distant elements, however, will not

necessarily be consistent with what we know about real structures. As an

analogy, we can imagine building a railroad. If all of the curves are laid

out such that they resemble real curves on a local scale (i.e. the correct
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turn radius, the correct inclination, etc...), but the direction and extent

of all of the curves along a certain path are not coordinated, the railroad

will not reach its destination. Nevertheless, when building such a railroad,

having suitable curves is essential to ensuring its functionality in convey-

ing trains. Similarly, with RNA structures, the importance of the local

conformation is just as important as the global fold. Even if the correct

long-range contacts are made within the structure, if the local sections are

unrealistic, the predicted structure will be unrealistic. To ensure that the

local structural elements are realistic, they are sampled from the corpus of

known structures and from predicted all-atom models. Such an approach

has its roots in the traditional fragment-assembly methods of structure

prediction commonly used for proteins [169].

By sampling realistic parameters for each of the local structure ele-

ments, we are creating conformations containing realistic local structure

throughout the entire model. Creating structures in such a manner is ef-

fectively sampling directly from the distribution of local structures found

in RNA molecules. No structure need be rejected due to its unfavorable

local conformation. Moreover, since the statistics are sampled from a com-

pilation created from a non-redundant set of structures, more common

conformations will be found more o�en than less common conforma-

tions,mirroring the distribution of conformations found in real structures.

�ere is one large exception in the case of multiloops. As each section of

a multiloop is sampled independently and multiloops are cyclical so one

of the segments necessarily remains unsampled. We attempt to remedy

this problem by excluding sampled structures which contain sterically

impossible multiloop conformations (Section 8.7). Because of this, the

distribution of parameters of the closed loop segment will not necessarily

match those in the proposal distribution. A more stringent approach

would require the creation a continuous distribution of conformations

for the closed loop and employing accept-reject sampling to ensure that

its sampled conformations match the target distribution. Implementing

this is le� as an exercise for the future.

10.5 �e proposal distribution consists of fragments of known structure

To get a tabulation of which parameters (as described in Section 8.2) are

available for sampling, we calculated the inter-helical angles for all loops

in the H. marismortui large ribosomal subunit (PDB ID: 1S72 [93]) and
stored them in a �at �le. As there are many loop sizes that are not present

in the large ribosomal subunit, we also created another ~40K models

of random sequences using Rosetta [35, 36] and extracted their helix

and loop parameters to use in our database of known structures. Even

with the supplementary structures, there are loop sizes which are not

present in our database of known parameters. In these cases, when an
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unrepresented loop size is encountered (e.g. 19 unpaired nucleotides on

one strand and 16 unpaired on the other, for an interior loop), we �nd

the nearest (as measured by euclidean distance) loop sizes for which we

have parameters, such that we have a total of 50 available parameters and

sample from that composite set.

10.6 Sampling of loop parameters is conditioned on the loop’s size

We select loop parameters based on the size of the loop. All of the local

structures for interior loops of size (m,n) are pooled together for use
in the creation of new structures. Multiloop segments are likewise cate-

gorized according to the number of unpaired nucleotides between two

consecutive stems. Since each section of a multiloop is sampled indepen-

dently of the others, each section length is de�ned by only one number

corresponding to the number of unpaired nucleotides. While this ap-

proach guarantees reasonable local tertiary structure, it is insensitive to

the sequences of the internal loop andmultiloop segments. In cases where

a well-de�ned sequence-dependent motif is present in the real structure,

we will unnecessarily explore conformational space inconsistent with the

motif. We discuss a potential solution to this problem in Section 11.3.

10.7 Motif-based loop parameter sampling uses sequences to �nd match-
ing motifs

An improved approach takes into account sequence information and

proposes fragments based on the motif that is present at that location.

Ideally we would insert fragments containing a sequence identical to that

present in the target element. But what happens when no such sequence

is known to exist? Many motifs have a similar local structure but vary

slightly in their sequence. Such an approach is liable to miss many close

matches by virtue of its stringency. A better approach may be to search for

sequences which are close. How then, does one de�ne close? Which and

howmanymismatches are allowed? Fortunately these questions have been

addressed by the creation of the RNA 3DMotif Atlas [138] which catalogs

and clusters motifs present in interior loops according to how similar they

are to each other. �is serves as a knowledge base which can be queried

using a sequence to �nd corresponding motifs. Searching for known

fragments using the sequence should constrain the potential number of

candidates and narrow the conformation space of the structure being

predicted. An illustration of how much our predictions can be improved

by constraining interior loops to their correct orientations is shown in

Chapter 11, Table 6. Results for predictions using predicted motifs are

shown in Chapter 11, Table 5.
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10.8 Long-range interaction energy format

To create knowledge-based potentials based on long-range interactions,

we �rst need a tabulation of the occurrences of these interactions in

the known structures. For every such interaction, we need to know the

identities of the two interacting elements, their distance and the type of

interaction that they are a part of. �e format is as follows:

element1 element2 distance seq1 seq2 interaction_type ...

Where element1 and element2 are the identi�ers of the two elements

(i.e. h1 and s1).�e distance is the distance between the two closest points

of their coarse-grain representations. seq1 and seq2 are the sequences

of the elements (without the adjacent nucleotides). �e interaction type

denotes the classi�cation of the interaction (i.e. a-minor, kissing-hairpin,
tetraloop-tetraloop-receptor, etc).

10.9 A-minor motif energy

While there are a variety of long-range interactions that are possible, the

majority fall into the category of A-minor motif [127, 193]. In A-minor

interactions an unpaired adenine is positioned inside or next to the minor

groove of a canonical helix in a such a manner that at least one hydrogen

bond is formed between the sugars of the Watson-Crick base pair and the

donor adenine nucleotide [127]. In the most common type of A-minor

interaction, the type I, the sugar edge of the adenine base is positioned

snugly within the minor groove of the acceptor Watson-Crick base pair.

�is leads to an energetically favorable interaction stabilized by at least

three hydrogen bonds. In cases where there is more than one bulged

adenine, the A-minor interaction can be repeated sequentially to form

an even more stable interaction. Such interactions form the basis for the

ribose-zipper and the tetraloop-tetraloop receptor interactions [25].

To incorporate A-minor interactions into our training data set we �rst

need an annotation of where they occur. Two approaches exist for this

task: a predictive framework that uses features of the 3D structure to

predict whether a triple of bases will form an A-minor interaction [167]

or a general method which can search tertiary RNA structures for motifs

based on the speci�ed base pairing or the similarity to a known motif

[153]. We chose the latter variant simply due to its wider applicability

and our familiarity with its use. �e results revealed the presence of 224

Type I, 77 Type II, 38 Type II and 24 Type 0 A-minor interactions in the

structure of the H. marismortui 23S ribosomal RNA (PDB ID: 1S72 [93]).
�e results are stored in the usual long-range interaction listing format

(see beginning of this subsection).



10 methods of sampling and energy evaluation 129

Type Nucleotides Involved

0 A104 - A957 - U1009
I A521 - G1364 - C637
II A520 - G1363 - C63
III A519 - U1362 - A639

Table 1: The nucleotides from the 23S large ribosomal subunit of H.marismortui which
were used as templates for the di�erent A-minor interactions.

Type Hairpin Interior Loop Multiloop

0 0.07 0.02 0.01
I 0.28 0.20 0.11
II 0.31 0.22 0.09
III 0.13 0.05 0.02
All 0.44 0.25 0.11

Table 2: The percentage of secondary structure elements involved in A-minor interac-
tions as found in the large ribosomal subunit (PDB ID: 1S72 [93]).

�e A-minor motif tabulation is compiled by running a geometric

FR3D [153] search for each of the four types of A-minor motifs on the

H. marismortui ribosome (PDB ID: 1S72 [93]). �e output of the FR3D
search is converted to the coarse-grain graph nomenclature to create

the tabulation of known interactions. �e interactions that were used

as templates for the geometric search were obtained from [193, 127] and

correspond to nucleotides in the H. marismourtui ribosome structure
(PDB ID: 1FFK [10], Table 1).

44% of all hairpins, 25% of all interior loops and 11% of all multiloops

are involved in A-minor interactions (Table 2). Of more interest is the

proportion of interacting elements based on the type of element and how

many adenines it contains (Table 3). �e number of occurrences with an

interaction is in parenthesis.

As expected, the percentage of elements involved in an interaction

increases with the number of adenines present in the element. Hairpin

loops are always the most likely to form A-minor interactions and the

most represented in terms of interacting elements as a whole (albeit by

a small margin). One should be aware of the fact that these statistics

are extracted from the ribosome structure which contains a very large

number of elements within it. �is gives each element ample opportunity

to �nd an interaction partner. In smaller molecules, the presence of a

tetraloop containing an ’AAA’ may mean nothing due to its steric inability
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Adenines Hairpin Interior Loop Multiloop

0+ 0.39 (28) 0.25 (25) 0.16 (23)
1+ 0.44 (28) 0.30 (24) 0.26 (23)
2+ 0.53 (20) 0.46 (17) 0.40 (14)
3+ 0.70 (7) 0.53 (7) 0.64 (7)

Table 3: The percentage of secondary structure elements involved in any type of A-
minor interaction depending on howmany adenines are in the element, as
counted in the large ribosomal subunit (PDB ID: 1S72[93]). The numbers in
parantheses are the absolute counts.

Figure 26: The parameters of an A-minor interaction.

to bend in such a manner as to form an interaction. It may also be present

in order to facilitate an interaction with another molecule.

We examined the interactions within the coarse-grain structure of

the ribosome. We would expect elements that are involved in A-minor

interactions to be closer to each other than pairs of other elements. We

would expect them to be at a certain angle to each other and to the A-

minor groove. �e calculation of these values is shown in Figure 26. �e

closest distance between the two interacting elements is d, the angle

between the receptor stem and the vector between the two closest points

(vc) is as and the angle between vc and the minor groove of the receptor

stem is am.

We would expect to see di�erent values for these parameters for el-

ements which are involved in A-minor interactions P(I|d, am, as) in
comparison with all pairs of elements, P(d, am, as). �e tabulation of
known interactions gives us an estimate of the probability of seeing a set

of parameters given a known interaction, P(d, am, as|I). Using Bayes’
theorem, we can express the relationship between these terms as follows:

P(d, am, as|I) =
P(I|d, am, as) ∗ P(d, am, as)

P(I)
(6)
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Figure 27: The four types of A-minor interactions commonly found in RNA structures.
The �gure is reproduced from [127].

Rearranging the terms:

P(I|d, am, as) =
P(d, am, as|I) ∗ P(I)

P(d, am, as)
(7)

If we want to calculate the probability that some element e is involved

in an interaction, then we need to sum over all other elements which

are not its neighbor. We limit all of the elements to those within 30Å

simply because no A-minor interactions have been observed for elements

which are more than 30Å apart. �e probability that two elements are

separated by a set of parameters, P(d, am, as) is estimated by tabulating
the probabilities for all non-connected pairs of elements which are within

30 angstroms of each other.�eprobability distributions forP(d, am, as)
and P(d, am, as|I) are both estimated using a Gaussian kernel density
estimate.

For each adenine-containing hairpin loop, we calculate the expected

number of A-minor interactions that is involved in (Eh(I)), by summing
over the probability that such a hairpin forms an interaction with every

other stem:

Eh(I) =
∑

s∈stems

Ps,h(I|d, am, as) (8)

�e frequency of the number of expected A-minor interactions forms

the target distribution. More information and an illustration of the target

distribution of the A-minor energy (as well as the other energies we use:

the radius of gyration and loop interaction) are shown in [87] (Chapter 6).

10.10 Conclusion

�is chapter introduced the idea of sampling from a probability distribu-

tion and ended with the construction of such a distribution of expected

A-minor interactions. It showed how sampled local values (arrays of

length �ve containing numbers distributed according toN(0, 1), or pa-
rameters for loops in a coarse-grain RNAmodel) can imply a distribution

over another property of these values (the sums of the length 5 arrays or
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the expected number of A-minor interactions in adenine-containing hair-

pin loops), and introduced the use of the Metropolis-Hastings algorithm,

the reference ratio method and adaptive rejection sampling as ways to

approximate the distribution of the implied property (the target distribu-

tion) when sampling from a proposal distribution. �ese methods form

the basis of the RNA structure prediction program Ernwin, described in

more detail in [87] (Chapter 6).
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RESULTS

11.1 Local structure model quality evaluation

At the heart of the Ernwin structure prediction package is the local struc-

ture model (Chapter 8).�is describes the orientations of adjacent helices

relative to each other. �e �rst helix de�nes a coordinate system with its

axis and twist vectors (Figure 9). In this coordinate system, the direction

and twist of the second helix can be de�ned using three parameters and

its starting position can be de�ned using another three as described in

Section 8.2 and [9]. Hairpin loops can be de�ned using three parame-

ters to indicate their o�set from the end of a stem (Section 8.3). �us

our coarse-grain RNA model can be parameterized by its inter-helical

orientations and terminal loop positions.

Of course with an unknown RNA, the structure is unknown and so

are the parameters. We attempt to predict the structure by sampling

inter-helical and loop parameters and then evaluating the energy of the

resulting structure. Low-energy structures should correspond to native-

like conformations whereas high-energy structures should deviate from

the native fold. To sample the native structure, the parameters of the native

structure need to be available for sampling from our proposal distribution.

If a structure contains a kink-turn, for example, the parameters for the

kink turn need to be present in the proposal distribution in order to for

the native structure to be constructible.

To test how well the proposal distribution is able to construct the native

structure, we use an energy which is directly tied to the similarity of the

model to the native structure, as measured by the RMSD. �is gives us

an idea of what the best possible structure that can be sampled from a

given proposal distribution is. Naturally, if every parameter of the native

structure is in the proposal distribution and we have in�nite time to

sample every possible structure, then we would expect the best possible

sampled structure to be equivalent to the native (i.e. RMSD of 0 (zero) Å ).

In practice, however, the presence of local minima in the energy landscape

(even with such a perfect energy) makes it di�cult to sample the exact
native structure. Nevertheless, better proposal distributions should yield

better structures.

So how accurate is the best structure we can create using just the pro-

posal distribution? �at is, given our model of the local structure and

sampling procedure, what is the best global structure that we can con-

struct? To answer this question, we will create an energy that only looks

133
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Figure 28: How the helices are de�ned. The vectors Va1 and Va2 trace the axes of the
two stems. The vectors Vt1 and Vt2 denote the end and start twist vectors
of helices 1 and 2, respectively.

at the deviation from the native RMSD. If the RMSD value of the best sam-

pled structure is very small, then we can assume that we have adequate

coverage of the local structure space and that our e�orts need to focus

on the global structure. If the generated structures deviate from the real

structure, then we can assume that either our local structure distribu-

tion is inadequate and lacks the parameters necessary to assemble an

optimal global structure or our sampling strategy fails to �nd the lowest

energy structure or that both the proposal distribution and the sampling

procedure are inadequate.

We can test how well our sampling strategy performs by spiking the

proposal distribution with parameters from the real structure. �is is

shown in the columns labeled exact and spiked in Table 4. �e exact
column shows the lowest RMSD structure obtained by sampling using a

proposal distribution consisting solely of parameters from the structure

being predicted. In most cases, we were able to obtain the native structure.

�e few exceptions where the lowest RMSD is greater than 0 occur when

two loop parameters are interchangeable within a structure. If a structure

has, for example, three interior loops with two unpaired nucleotides on

each side, each with di�erent parameters, then there are 3! = 6 ways

to assign their parameters. Our sampling procedure obviously can not

assign them perfectly even in the presence of a perfect energy function.

At the other end of the spectrum, we can try and assemble structures

using a proposal distribution consisting of parameters obtained from

arti�cial models constructed using Rosetta (Table 4, column arti�cial).
In this case, it’s unlikely that the correct parameters are present in the

proposal distribution. Nevertheless, we would hope that some of the

arti�cially generated structures resemble real structures closely enough
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that we can use their parameters to build native-like models. �is works

fairly well for smaller structures, but becomes less reliable for larger ones.

To test whether this was a sampling problem or simply a matter of lacking

the right parameters, we spiked the collection of arti�cially generated

parameters with parameters from real structures (including the ones

being predicted).

�e results (Table 4, column spiked) indicate that a lack of suitable
parameters is only part of the problem. For smaller structures, we can

retrievemodels nearly identical to the native. For larger structures, we can,

in most cases, generate models that are better than those created using

the arti�cial proposal distribution. Failing to retrieve the native structure

when the necessary parameters are present can be symptomatic of two

problems: we fall into some low energy basin and have trouble escaping

or the proposal distribution is so biased toward incorrect parameters

that sampling using the Metropolis Hastings criterion without simulated

annealing leads to a stationary distribution that never samples the native

structure.

We can observe evidence that the proposal distribution contains an ex-

cess of unsuitable parameters by looking at the distribution of inter-helical

angles for parameters from real structures as compared to those from

arti�cially generated structures. Section 10.5 describes how arti�cially

generated structures have many more interior loop parameters de�ning

parallel helical orientations rather than antiparallel, as compared to real

structures. How much of an e�ect this has on our sampling procedure

can be clari�ed by employing di�erent sampling methods. Simulated an-

nealing should force structures toward the global minimum free energy,

while replica exchange Monte Carlo can help overcome local minimum

energy barriers. In both cases, a longer simulation time should allow for

a more thorough exploration of the conformational space. In Section 11.3,

we show that using predicted motifs can help improve overall tertiary

structure predictions. Constraining some interior loop parameters using

predicted motifs can further constrain the conformational space and

speed up the process of �nding native-like conformations.

11.2 Comparison to the Rosetta inter-helical statistics

As described in Section 10.5, our catalog of inter-helical angles is aug-

mented by data extracted from predicted all-atom structures generated

by Rosetta. To see how well the inter-helical angles sampled by Rosetta

correspond to those in native crystal structures, we plotted circular his-

tograms of the orientation of the second stem in relation to the �rst in

Figure 29. �e results indicate a sizable discrepancy between the inter-

helical angles in arti�cially generated structures and those seen in native

structures for certain loop sizes. When used as a proposal distribution,
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PDB ID length exact spiked arti�cial

3FO4 63 0.00 0.39 2.28
3R4F 66 0.00 0.36 1.56
4PQV 68 0.00 0.69 1.76
1YFG 69 0.00 0.53 1.02
1FIR 69 0.00 1.16 2.42
1KXK 70 0.00 0.88 2.16
1Y26 71 0.00 0.03 2.62
2TRA 73 0.00 0.22 2.16
3CW5 75 0.00 0.06 2.39
2HOJ 78 0.00 0.94 2.12
4P5J 83 0.00 0.4 3.03
3T4B 83 0.00 2.05 1.85
4FRG 84 0.00 1.6 4.38
4LVZ 89 0.00 0.79 2.33
3GX5 94 0.00 1.06 5.81
4L81 96 0.00 1.21 5.24
2QBZ 153 0.00 4.04 7.07
1U9S 155 0.08 3.3 11.79
1GID 158 0.00 3.25 5.72
4GXY 161 0.65 5.55 7.57
3D0U 161 0.00 3.63 8.25
3DIR 172 0.00 2.6 8.08
4P8Z 188 0.01 6.64 7.25
4P9R 189 0.00 6.26 6.64
4GMA 192 0.04 5.41 13.72
3DHS 215 0.19 5.17 9.72
1X8W 247 0.02 6.52 11.13
2A64 298 0.25 9.68 11.01
Average: 125 0.04 2.66 5.4

Table 4: Sampling using a cheating energy designed to push structures toward the
conformation closest to the native. The length column lists the length (in nu-
cleotides) of each structure. The exact column contains the RMSDs of the best
structure predicted using parameters only from the structure being predicted.
The spiked column lists the RMSDs of the best structures predicted using pa-
rameters from arti�cially generated structures along with parameters from
real crystal structures. The arti�cial column is the same, but the parameters
used were only from arti�cially created structures.
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Figure 29: A comparison of the inter-helical angles for adjacent helices from native
structures (blue) and structures created using Rosetta (red). The numbers
below each plot indicate the number of unpaired nucleotides on each
strand. In this data set, the sequences folded by Rosetta do not correspond
to the sequences of the native structures so some discrepancy is expected.
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Figure 30: A comparison of the inter-helical angles for adjacent helices from native
structures (blue) and structures created using Rosetta (red). The numbers
below each plot indicate the number of unpaired nucleotides on each
strand. The sequences of the crystal structures were used as inputs for
Rosetta, so the distributions should, in the ideal case, be identical. Rosetta,
however, seems to be slightly de�cient at sampling antiparallel orientations.
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Figure 31: The best structure predicted for the Group I intron (PDB ID: 1GID [28]) using
the cylinder-perloop-rog energy.

such a set of parameters would make it di�cult to sample native-like

structures due to the sparsity of proverbial building blocks required to

create them. Fortunately, because our proposal distribution is augmented

with data from real structures, it should be possible to generate native-like

structures.

It is important to note that the structures built using Rosettawere com-

posed of random sequences. It is possible that these random sequences

were not amenable to creating the antiparallel orientations which are

enriched in native conformations. A better comparison would require the

generation of structure with sequences identical to the native structures

and comparing the distribution of those inter-helical angles as shown

in Figure 30. �is comparison of predictions to the native structures

shows that even in such a fair comparison, Rosetta still under-samples

antiparallel orientations.

11.3 Local structure constraints from JAR3D

While our current approach uses interior loop parameters predicted with-

out consideration of their sequence, in this section we describe using

JAR3D [198] to predict motifs for each interior loop. JAR3D is a tool

which uses the sequence of an interior loop to predict which 3D motifs it

could be found in. For each interior loop, we obtain a set of motif predic-

tions and for each motif prediction, a set of 3D structures in which the

motif can be found. We then extract helix orientation parameters from

these structures and use those as our proposal distribution for that loop

in the prediction process. It is possible that JAR3D �nds no matches. In

this case the parameters for the loop are not constrained.
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Structure
Name

Structure
Length

Interior
Loops

ACC

Original
ACC

JAR3D
ACC

Change
RMSD

Change

1GID 158 8 0.67 0.79 -0.12 -10.07
1X8W 242 10 0.64 0.71 -0.07 -9.71
4GMA 192 8 0.68 0.71 -0.04 -3.79
3T4B 83 2 0.89 0.91 -0.02 -1.92
2QBZ 153 5 0.70 0.72 -0.01 -1.13
3D0U 161 7 0.75 0.76 -0.01 -5.52
4GXY 161 10 0.70 0.71 -0.01 0.33
4LVZ 89 2 0.82 0.83 -0.01 -1.74
2TRA 73 0 0.90 0.91 -0.01 -0.80
2HOJ 78 3 0.90 0.91 -0.01 -0.05
4L81 96 2 0.82 0.83 -0.00 -1.98
1Y26 71 1 0.98 0.97 0.00 1.00
3DHS 215 6 0.75 0.74 0.00 0.60
4P5J 83 0 0.86 0.85 0.00 0.15
3CW5 75 0 0.91 0.90 0.01 0.29
1U9S 155 8 0.80 0.79 0.01 -2.01
1KXK 70 4 0.88 0.86 0.02 0.37
4P9R 189 3 0.72 0.70 0.02 -1.16
4PQV 68 0 0.87 0.84 0.03 0.15
3DIR 172 6 0.81 0.76 0.05 0.99
3GX5 94 4 0.88 0.79 0.09 1.38

Table 5: An overview of how adding motif predictions for interior loops a�ects ter-
tiary structure sampling. ACC values are calculated by considering contacts
between coarse-grain elements 30Å from each other at their closest point
(Chapter 9, Section 9.4). The displayed ACC corresponds to the average ACC of
all sampled structures. A change in ACC does not necessarily correspond to a
change in RMSD.

Figure 32: An example of a well-predicted motif using JAR3D. The kink-turn of the
Group I Intron (PDB ID: 1GID [28]) was correctly predicted.
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Structure
Name

Structure
Length

Interior
Loops

ACC

Original
ACC

Correct Loops
ACC

Change
RMSD

Change

2QBZ 153 5 0.70 0.85 -0.15 -8.74
1GID 158 8 0.67 0.79 -0.12 -9.22
1KXK 70 4 0.88 0.98 -0.10 -7.80
1X8W 242 10 0.64 0.73 -0.09 -6.72
3D0U 161 7 0.75 0.84 -0.09 -4.74
4LVZ 89 2 0.82 0.90 -0.08 -5.42
4GXY 161 10 0.70 0.78 -0.08 -2.37
4GMA 192 8 0.68 0.75 -0.07 -5.65
3T4B 83 2 0.89 0.96 -0.07 -4.67
3FO4 63 2 0.93 1.00 -0.06 -0.06
3DIR 172 6 0.81 0.87 -0.06 -4.14
4L81 96 2 0.82 0.87 -0.04 -2.15
3DHS 215 6 0.75 0.78 -0.04 -0.90
2HOJ 78 3 0.90 0.93 -0.02 -0.21
1Y26 71 1 0.98 0.99 -0.02 3.83
4P8Z 188 3 0.73 0.73 -0.01 -3.21
1YFG 69 1 0.90 0.91 -0.01 -0.07
3R4F 66 1 0.80 0.80 -0.01 -1.56
3GX5 94 4 0.88 0.88 -0.00 -0.20
4P9R 189 3 0.72 0.72 -0.00 -0.54
4FRG 84 2 0.88 0.87 0.01 -0.59
2A64 298 6 0.73 0.71 0.02 -2.57
1FIR 69 1 0.93 0.90 0.03 1.05
1U9S 155 8 0.80 0.77 0.03 -2.67

Table 6: An overview of how �xing the parameters of the interior loops to their correct
values a�ects tertiary structure sampling. ACC values are calculated by consid-
ering contacts between coarse-grain elements 30Å from each other at their
closest point (Chapter 9, Section 9.4). A change in ACC does not necessarily
correspond to a change in RMSD.
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Figure 33: The JAR3D motif prediction for the T. tencongensis SAM-I riboswitch (PDB ID:
3GX5 [123]) yielded parameters for the interior loop which were signi�cantly
di�erent from those of the native structure.

�e results of constraining interior loop parameters to motif predic-

tions made by JAR3D is shown in Table 5. On just over half of the tested

structures, motif-constrained sampling yielded better predictions. �e

most improved examples, two di�erent Group I intron structures (PDB

IDs: 1GID [28] and 1X8W [62]), relied on the correct prediction of an

kink-turn motif toward the middle of the structure (Figure 32). On the

other end of the spectrum, the incorrect prediction of a motif in the

structure of a SAM-I riboswitch (PDB ID: 3GX5 [123], Figure 33), led to

a signi�cant deterioration in the quality of the predicted structure. �e

damage caused by cases of incorrect motif prediction can be ameliorated

by not strictly limiting the potential parameters for a loop to those of

the predicted motif. Ideally, the predicted motif should simply be given a

larger weight in the database of potential parameters for that loop. �e

in�uence of the global energy function should then steer the sampling to-

ward structures containing the correct parameters rather than the poorly

predicted motif.

11.4 Hypothetically perfect interior loop information

A�er sampling tertiary structures using interior loop parameters con-

strained by JAR3D predictions, one may wonder how much of an im-

provement is possible if the correct parameters of all of the interior loops

were known. Such an experiment would show the upper bound on the

improvement in prediction quality that can be obtained by augmenting

tertiary structure prediction with interior loop motif prediction. �e

outcome of this experiment is shown in Table 6. �e vast majority of

predictions improved when the sampling was constrained to the correct

interior loop conformations. �e most improved examples, a M-Box ri-

boswitch aptamer domain and a group I intron (PDB IDs: 2QBZ [33] and

1GID [28], Figure 34, top), have prominent interior loops that are respon-
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(a) 2QBZ (b) 1GID

(c) 1U9S (d) 1FIR

Figure 34: The most (2QBZ, 1GID) and least (1U9S, 1FIR) improved structures when
using correct interior loop parameters.

sible for being acceptors to two A-minor interactions and containing a

kink-turnmotif, respectively.�e two least improved examples, ribonucle-

ase P and a HIV-1 reverse transcription primer tRNA (PDB IDs: 1U9S [95]

and 1FIR [13], Figure 34, bottom), have smaller and fewer interior loops,

respectively. In these two structures, the multiloop regions play a much

larger role in the overall structure than the interior loop.

While predicting interior loop parameters may yield some improve-

ment in the prediction of the entire tertiary structure, the results pre-

sented here suggest that in many structures this is not enough. Future

work should also focus on obtaining correct parameters for multiloops as

well.�ework of Laing et al. [98], RNA Junctions as Graphs (RNAJAG), has

shown that helical orientations in multiloops can be predicted with rea-

sonable accuracy given the lengths of the unpaired nucleotide sequences

separating the helices. Such work could be used to narrow down our set of

inter-helical multiloop parameters to those consistent with its predictions.

If, for example, RNAJAG, predicts two helices in a multiloop as being an-

tiparallel, we would only sample roughly antiparallel parameters for that

multiloop segment. A more sophisticated, sequence-speci�c approach

could extend JAR3D to multiloop segments. Any such method, which

constrains multiloop parameters should serve to shrink the conforma-
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tional space, thus reducing the amount of resources required to explore it

and return an accurate structure prediction.

11.5 Imperfect secondary structure

�e prediction of tertiary RNA structure without �rst obtaining its sec-

ondary structure is like trying to tie a rope into a knot starting from its

individual �bers. It is much more e�cient and e�ective to determine the

secondary structure and to use that as a stepping stone to the tertiary

structure than to try and predict it using the crude and computationally

heavy methods designed for tertiary structure prediction. �e secondary

structure is a useful prerequisite for creating a model of the tertiary struc-

ture. When benchmarking tertiary structure prediction methods, the

correct secondary structure is usually supplied as input [142, 196] (along

with, occasionally, information about long-range interactions [91, 82]).

In theoretical terms, this is acceptable since tertiary structure prediction

methods should �rst work with the correct secondary structure before

hoping to succeed with inaccurate secondary structure as input. In prac-

tical terms, this metric is at best incomplete and at worst misleading.

O�en, the true secondary structure of a query sequence is not known, but

rather computed using one of the available secondary structure prediction

programs [105, 113].

�e e�ect of imperfect secondary structure should be particularly oner-

ous in programs, such as RNAComposer, which rely on identifying

concrete secondary structure patterns to select parameters with which to

build tertiary structures. It should be less punishing in methods which

are resistant to small changes in the boundaries of the sequences used

for motif searches, such as Ernwin. Nevertheless, we would expect the

prediction accuracy to degrade as a function of the degree of identity

between the given and real secondary structures.

When discussing imperfect secondary structure, it is important to

distinguish between two di�erent types of errors. �e �rst, random in-

sertions and deletions of base pairs, is easy to simulate and can be used

to test the general robustness of a particular method to the accuracy of

the secondary structure. �e second is derived from biases in secondary

structure prediction programs. �is can produce large sections of correct

secondary structure next to other completely incorrect sections. A trivial

example is the prediction of a small additional stem within a large inter-

nal loop which turns it into a multiloop. �is may involve three or four

super�uous base pairs in one location and the absence of real base pairs

in another. �is is a more realistic scenario and likely more di�cult for

tertiary structure prediction programs to handle.

Yet another pitfall can arise when the structure is determined using

chemical probing methods but due to their inaccuracy some small incon-
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sistencies and idiosyncrasies remain in the input structure. To explore

this, we can �nd structures which are energetically close to the real sec-

ondary structure but not exactly equivalent. �is precludes the presence

of, for example, open base pairs in long stems, but might lead to structures

with slightly di�erent interior or multiloop dimensions. To evaluate this

possibility, we listed the local minima within the folding landscape using

the barriers program [49] and selected the secondary structure closest

to the native using the RNAdistance program. �ese were then used as

input to the tertiary structure prediction programs. It is curious why the
secondary structure is
so poorly predicted for
some of the larger
molecules in Figure 35,
given that they are
monomeric and not
protein bound.

We tested Ernwin, RNAComposer and Rosetta (FARFAR) using

both methods, as well as with the real secondary structure and show the

results in Figure 35. While Ernwin and Rosetta (which fail to yield

predictions for many structures) show a modest increase in accuracy

when given the correct secondary structure, the performance of RNA-

Composer seriously degrades when presented with inaccurate secondary

structure information. Because it relies on loop topologies to match pa-

rameters, when the secondary structure is di�erent, it matches completely

di�erent parameters and yields poor predictions.

One may argue that given the overall poor performance of Rosetta

and Ernwin for larger structures, it makes little sense to worry about

incorrect secondary structure. Nevertheless, there is a slight improvement

in the prediction of larger tertiary structures when calculated using the

correct secondary structure. Furthermore, this example demonstrates the

fragility of relying on exact loop topology (as with RNAcomposer) when

creating tertiary structure models. An ideal prediction method should

be resistant to such changes by allowing either some �exibility in the

input secondary structure or allowing more variability in the choice of

parameters used to assemble the all-atom model.

One my also argue that tertiary structure prediction should only be

undertaken when there is high con�dence in the secondary structure.

Covariance analysis and probing experiments can be used to verify the in-

put secondary structure before it is used for tertiary structure prediction.

To simulate such cases, we should only consider secondary structures

which are close to the native. In Figure 35, the dashed lines single out two

cases where the predicted secondary structures are only 4 or 5 base pairs

from the real ones. In both of these cases, the quality of the prediction

generated by RNAComposer is signi�cantly worse for the predicted sec-

ondary structure. �e quality of Ernwin’s prediction does not degrade,

but it is much poorer than RNAComposer’s to begin with. �ese results

should serve to remind users of the fragility of tertiary structure predic-

tion. People wishing to employ it should either be extremely certain of

the secondary structure they use as input, or use multiple similar inputs

to gauge howmuch the outputs vary and thus form an opinion about how

trustworthy the results are.
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3GX5: 

4 Base Pairs Difference

3GX5: 

4 Base Pairs Difference

3DIR: 5 Base Pairs Difference

3DIR: 5 Base Pairs Difference

RMSD of best tertiary structure predicted using RNAComposer is signi�cantly worse even in the case

of a small difference in the secondary structure

Secondary Structure Difference (in Base Pairs)

Figure 35: The RMSDs for predicted tertiary structures using predicted secondary struc-
tures as input. The colors indicate how di�erent the predicted secondary
structures are from the native. The dashed lines connect equivalent bench-
mark structures which have similar native and predicted secondary struc-
tures to show that even small di�erences in the input secondary structure
can lead to large discrepancies in the predicted tertiary structure.
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11.6 Interpreting FRET data
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Figure 36: The correlation between C5/C8 atom distances and the Ernwin approxi-
mated distance taken from crystal structures.

Table 7 – continued from previous page
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Table 7: Distributions of inter-nucleotide distance as calculated by Ernwin for di�erent
secondary structures of a single sequence. The two nucleotides between
which a distance is calculated are highlighted in black. The pseudoknotted
structure (4) has markedly shorter inter-nucleotide distances, likely due to the
constraint on the structure that the pseudoknot imposes.

Experimental techniques such as Förster resonance energy transfer (FRET) [80]

measure when pairs of nucleotides are close to each other. �is can help

con�rm structure models by providing evidence that predicted inter-

nucleotide distances are correct. With FRET, the measured e�ciency is

inversely proportional to the distance between �ourophores covalently

attached to atoms on the bases of two nucleotides in a structure.
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C1' Atom Position

Ernwin Position

Ernwin Distance

C1' Atom Distance

Ernwin Position

C1' Atom Position

Figure 37: An illustration of how Ernwin calculates inter-residue distances. Nucleotide
positions are interpolated onto the coarse-grain elements and distances
are calculated between the interpolated values.

Recently, Hecker et al. (submitted) created a tool called FRETtrans-

lator which uses Ernwin as part of a pipeline to assign secondary struc-

tures to a sequence based on experimental data from FRET experiments. A

FRET experiment yields a set of energy transfer e�ciencies over a period

of time (100 seconds in this case). �e e�ciency is strongly proportional

to how close two �ourophores are to each other. A high energy trans-

fer e�ciency indicates that the two �ourophores are close to each other,

whereas a low e�ciency indicates that they are far from each other. Each

molecule has two �ourophores (each a moderately large molecule) co-

valently linked to either the C5 or C8 atom of a nucleotide. When we

observe a high energy transfer e�ciency, then the two �ourophores must

be physically close to each other.�is also implies that the two nucleotides

that they are attached to are also physically close to each other. �ese

experiments thus yield a clear time-resolved source of structural infor-

mation. Unfortunately, this information is essentially a binary close vs
not close assessment of the distance between the two labeled nucleotides.

Since �ourophores are not included in the structure prediction process,

their position is approximated as the position of their point of attachment

(the C5 or C8 atoms of the base, see Appendix v). In our coarse-grain

model, however, the positions of individual atoms are unknown. We thus

approximate where theymight be and show that distancesmeasured using

this approximate position are well correlated with distances measured

using the positions of the points of attachment (the C5 or C8 atoms of

the base, Figure 36 and 37).

When there is a variation in FRET values over the course of an observa-

tion period, the underlying cause could be both variations in the tertiary

as well as the secondary structure of the RNA. Hecker et al. created a

hidden Markov model (HMM) to simulate such a process and to assign
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Figure 38: A summary of the structures assigned by FRETtranslator alongwith themea-
sured FRET e�ciencies. The pseudoknotted structure (white background) is
assigned as the hidden state more often than the nested structure (light
red background). The �ourophores between which the FRET e�ciency is
measured are attached to nucleotides 13 and 36 (highlighted in black in
the legend). High e�ciency is indicative of a small physical separation be-
tween the two �ourophores, as would be expected from a pseudoknotted
structure. Figure adapted from [68].

secondary structures to di�erent points in time.�ey began by calculating

a series of secondary structures corresponding to local minimum in the

2D folding energy landscape. �e potential values of the hidden nodes of

the HMM correspond to these RNA secondary structures while the possi-

ble observations are FRET e�ciencies. �e observation probabilities for

each hidden state (secondary structure), are then calculated according to

the distribution of the inter-nucleotide distances sampled using Ernwin.

As seen in Table 7, the tertiary structures sampled for a pseudoknotted

secondary structure (ID: 4) place nucleotides 13 and 36 (highlighted in

black) closer to each other than the tertiary structures sampled for the

other secondary structures. �is means that a hidden node having this

structure as its value will be more likely to emit high FRET values. �e

transition probabilities between the hidden states are calculated from the

di�erences in free energy of its secondary structure’s values.

Using Viterbi decoding [50], FRETtranslator can assign hidden

states to sequences of observed FRET e�ciencies [68]. �e results (Fig-

ure 38), show that the sequence analyzed (a riboswitch, PDB ID: 3FU2 [92])

vacillates between two secondary structures, #1 and #4 from Table 7. �e

dominance of the pseudoknotted structure is consistent with the crystal

structure in the PDB (ID: 3FU2). �is is a promising �rst step toward

using FRET data to analyze RNA folding dynamics and is currently being

tested on larger sequences. It takes advantage of the fact that Ernwin

produces a variety of tertiary structures for a given secondary structure,

hopefully making the approach more tolerant to inaccuracies in the ter-
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tiary structure prediction. At the same time, it is not immune to such

inaccuracies and would bene�t from any improvement in the quality of

the predictions produced by Ernwin. Future work should seek to use

inaccurately predicted distances to help diagnose errors in the energy

function used to sample structures. In the meantime, we hope that this

application provides a simple example of why all-atom models are not

necessarily required to interpret experimental evidence.
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SUMMARY AND FUTURE WORK

Nearly a decade since the �eld of RNA tertiary structure prediction be-

gan to seriously emerge, there is no clear solution to the problem. �e

di�erent approaches described in the introduction along with our con-

tribution represent many small steps along the path to a useful tertiary

structure prediction method. �ey have combined techniques from ma-

chine translation to game theory to attempt to uncover and emulate a

process ubiquitous in nature since the beginning of life. �e progress

has been steady, but meandering. With the exception of certain motif-

�nding and replacement methods [148, 142], the prediction of atomic, or

even nearly atomic-level coordinates remains elusive. In the face of this

stagnation, we can ask two broad questions:

1. How can we advance the state of the art to improve prediction?

2. How can we utilize the current techniques for further scienti�c

discovery?

�e remainder of this chapter will outline some speci�c avenues of

exploration that can either help improve the current techniques or use

their output to help answer concrete biological questions.

12.1 Covariation analysis for long-range constraints

One of the underlying themes of our work on sampling tertiary structures

has been e�ciently exploring conformational space. We’ve done this by

picking parameters describing large fragments consisting of entire sec-

ondary structure elements and using knowledge-based energy functions

to direct sampling toward structures containing native-like global folds.

We’ve touched upon possible improvement by using predicted motifs

(Section 11.3) to constrain the potential parameters of certain loop regions.

An orthogonal approach involves the direct prediction of long-range ter-

tiary interactions. By analyzing the coevolution of nucleotides in families

of related RNA sequences, we may be able to obtain information about

which are located near each other in the tertiary structure.

Such an approach, as described by [114], has been successfully used

to drastically improve the quality of protein structure prediction by con-

straining the relative positions of residues. While this method grows in

feasibility and utility with the explosion in sequences available, care must

153
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be taken to avoid false locality predictions from transitive correlations be-

tween residues. In other words, locality predictions must not be assigned

when two residues are correlated with each other only because they both

correlate to a third. �e direction of some RNA-based long-range interac-

tions (i.e. A-minor, ribose zipper, etc . . . ) can provide hints as to which

correlations result from bona �de interactions, rather than from transitive

e�ects.

It requires little imagination to see how such an approach could be ap-

plied to RNA structures. Locality information could be encoded as energy

terms which force particular elements toward each other. Using Ernwin,

we could explore the conformations compatible with these constraints as

well as to combine them with other motif-based constraints to further

narrow the conformational space to be searched.

12.2 Using SHAPE data to improve predictions

One of the greatest current limitations to structure prediction is the lack of

adequate test and training sets. �e corpus of known 3D RNA structures

contains less than 3500 instances. Many of those are point-mutation

variations of the same structure. Many of the rest are just small fragments

that don’t contain any information about long-range interactions or large

scale structural patterns. To supplement these structures, we can use data

from SHAPE experiments [117] which provide information about which

nucleotides are �exible and which are immobile. Flexible nucleotides tend

to be located in unpaired regions, whereas �xed nucleotides tend to be

paired. �is di�erence naturally re�ects not only the secondary structure

of a particular RNA molecule, but also its long-range interactions. �ere

are regions without canonical base pairs which are nevertheless �xed due

to a noncanonical interaction with a distant partner.

Using Ernwin, we can iterate over all possible conformations and gen-

erate statistics about which elements are expected to be paired. Potential

interactions can be cross-referenced with the SHAPE data for veri�cation.

For example, the glycine riboswitch from F. nucleatum (http://rmdb.
stanford.edu/repository/detail/GLYCFN_SHP_0006) contains one

A-rich tetraloop which is weakly reactive, in contrast to the others. �is is

an indication that it may be involved in some A-minor interaction within

the cell. A controlled analysis would require a comparison between the

reactivity of elements which are known to be involved in long-range inter-

actions and those which are known to be free. �is information can help

restrict predicted conformations to those that agree with experimental

data. Structural constraints can be encoded as energy terms and used to

guide sampling towards experimentally supported conformations. �e

use of probing data can be a great boon to the advancement of RNA struc-

http://rmdb.stanford.edu/repository/detail/GLYCFN_SHP_0006
http://rmdb.stanford.edu/repository/detail/GLYCFN_SHP_0006
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ture prediction. To succeed, however, it will require careful calibration

and thoughtful integration into our sampling framework.

12.3 Ernwin for multimeric structures

RNA readily forms double stranded duplexes consisting of two separate

molecules. Such intermolecular pairing is implicated in a wide variety

of functional regulatory mechanisms ranging from RNAi [1], to Staufen-

mediated decay [133]. RNA duplexes form double helices which are rec-

ognized by dsRNA binding proteins just like single-molecule helices.

Predicting binding motifs in dimers would therefore be just as useful

as predicting them in monomers. To this end, Ernwin could provide

an ideal framework for e�ciently sampling multimeric RNA structures.

Adding this support would require minor changes in the coarse-grain

representation of RNA and the introduction of breaks in the structure
to indicate where the distance and orientation parameters need not be

constrained by the joining strand.

Even if this were implemented, prediction of multimeric RNA struc-

ture would su�er from the same paucity of accurate predictions that

currently plagues single-molecule predictions. Combined with probing

data and motif prediction, however, it could provide valuable insights to

experimentalists working with RNA dimers.

12.4 Guiding energy for multiloop construction

�e current implementation of multiloop sampling replaces a single loop

at a time and rejects the newly chosen fragment if it creates a loop which

cannot be closed. A better alternative may be to resample multiple seg-

ments of a multiloop at once using a guiding energy. Once one segment
is replaced, the probability of accepting a subsequent segment would

depend on whether it makes the loop easier to close. Segments pointing

toward the start of the loop would be accepted with a higher probability

than segments pointing away. �is would ideally lead to a higher accep-

tance probability for the replacement of multiloop segments due to the

fact that multiple segments can be replaced at once, overcoming barriers

in the energy landscape.

12.5 Kink turn evolution

Secondary structures evolved under various selective pressures. Func-

tional elements were selected to remain unchanged whereas unimportant

regions evolved at a faster rate. �e sizes of the interior loops can de-

termine the range of orientations available to their adjacent helices. An
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interior loop with one unpaired nucleotide on each strand will never turn

into a kink turn. It must �rst grow enough to gain the �exibility necessary

to fold into the kink turn motif. Once it extends to a reasonable size, the

sequence can evolve to facilitate the formation of a kink turn. We can

trace the progression of these events by looking at ribosome structures

from di�erent organisms [140]. Using tertiary structure prediction, we

can determine when an interior loop gains the ability to bend enough

such that two far-away elements form a long-range interaction.

�e following quotation [146], indicating that the helices associate prior

to the formation of the tertiary interactions, suggests that the presence of

the kink turn is necessary for the initial assembly step. Without the ability

to bend in the middle, the helices would not be able to associate to form

the long-range interaction necessary for their function.

Base pairing of the ribozyme core requires 10-fold lessMg2+
than stable tertiary interactions, indicating that assembly of
helices in the catalytic core represents a distinct phase that pre-
cedes the formation of native tertiary structure.[146]

We can run constrained folding simulations to determine which ele-

ments are most responsible for the structure of the molecule. If the RNA

does, in fact, �rst condense to a roughly globular shape before all of the

tertiary interactions are formed [190], then there must be a series of hinge
points that allow it to contort itself into a condensed state. To determine

which are the key hinges in a molecule we can recursively determine

which interior / multiloops contribute the most to its correct 3D folding.

Mutational analysis can verify the necessity of the hinges for the creation

of a functional molecule [5]. Such information can corroborate previous

studies which o�er hypotheses about which elements of the ribosome

evolved �rst [140, 18].

12.6 Tetraloop (TR) - TR receptor (TRR) evolution

TR - TRR interactions are well known for their stabilizing e�ect on the

tertiary structure of RNAs. In order to function, however, both the TR

and the TRR need to be present and they need to be oriented such that

both can interact with each other. In other words, the secondary structure

that separates the two elements needs to be �exible enough to allow them

to fold over and make the necessary connection. �is �exibility, in turn,

requires the presence of either �exiblemultiloops or �exible interior loops.

A classic case of this interaction is the Group I intron, whose function

requires the presence of both a reverse-kink-turn motif and a TR-TRR

interaction [5]. Determining which evolved �rst can be imagined as a

chicken or the egg problem. Predictingwhich structures have the potential
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Figure 39: An example of AFM imaging of RNA structures. The actual images produced
by the microscope are in the middle. On the left is the predicted MFE sec-
ondary structure for the sequences. On the right is the best hand-picked
3D structure matching the AFM image. Its silhouette is shown in black and
the coarse-grain model is shown next to it in color. Most are close, but not
exact matches to the blurry image visible in the AFM output. AFM images
are adapted from [137]. Scale bars are 10nm long.

to fold back and bring hairpins near to stems could potentially identify

precursors to TR-TRR interactions that have not evolved yet and shed

light on the mechanism of both secondary and tertiary RNA structure

evolution.

12.7 Using known long-range interactions as constraints

Section 11.4 showed howmuch our prediction could be improved by using

known local structure. A complementary test would involve using a long-

range distance constraint to show how much knowledge of interactions

would improve the predictions. Done in reverse and iteratively removing

constraints, we could show which interactions are necessary for holding

particular elements together. For example, if a molecule has an active site

located between two elements, we can ask which interactions would need

to be disrupted to destroy the active site. One could envision potential

applications wherein a complementary RNA is introduced to disrupt an

interaction leading to the knockdown of a particular function.

12.8 Corroborating AFM images

In addition to the methods described in Section 2.3, AFM can also be used

to detect which RNA structures are found in solution [108, 53, 137]. AFM

uses a mechanical cantilever to scan over a sample and detect changes in

the contour of the surface. An RNA on a slide perturbs the cantilever and

registers as a signal on the microscope. �ese signals are converted to a

visual representation and reported as images (Figure 39, middle). �ese
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images, however, are merely 2D projections of tertiary structures. It would

be useful to be able to match predicted 3D structures to the silhouettes

visualized using AFM.

�is would help to identify not only the tertiary structures, but also

the secondary structures that are adopted by the RNA molecules in the

solution. If a secondary structure can not fold into a tertiary structure

which would have a 2D projection seen in the image, then that secondary

structure is likely not in the solution. Figure 39 shows the manual assign-

ment of tertiary structures to imaged RNAs. While most are close, some

(e.g. the bottom le�) do not perfectly match the 2D image. �is presents

the interesting question of whether the predicted secondary structure

really is present in the solution if none of its potential tertiary structures

match the AFM image. Conversely, seeing many silhouettes which can

be readily assigned to tertiary structures is indicative that the predicted

secondary structure really is the one present in the solution.

�e example application shown in Figure 39 relied on manual com-

parison of the silhouettes of the 3D models to the AFM images. A more

methodical approach would automate this process and check multiple

projections of multiple tertiary structures to try and �nd the best match.

Confounding this process is the question of which elements are really vis-

ible in the AFM image. Do only double-stranded regions show intense sig-

nals? What about nearly double-stranded interior loops? Such a method

will need to be calibrated on images of known structures. Ideally, an

RNA for which a crystal structure is known would be imaged using AFM

and used to show that tertiary structure assignment from microscopy is

truly feasible. To conclude this section, it is necessary to mention that

techniques such as cryo-EMmicroscopy are already used to generate low-

resolution tertiary structure models of RNA [67, 8]. Using Ernwin for

tertiary structure assignment using AFMmicroscopy would serve as an

orthogonal approach which has the advantage of being able to consider

di�erent tertiary conformations of the same secondary structure as well

as to account for the distortion that may be induced by the action of the

cantilever used to probe the structure.

12.9 Summary

�is chapter has listed a number of avenues for further research into both

improving the accuracy of Ernwin as well using it to answer biological

questions. We can improve the accuracy of our method by incorporating

information about long-range interactions obtained from covariation

analysis. �e limits to the potential improvement of predictions can be

tested by providing the correct long-range constraints and seeing how they

a�ect the tertiary structure sampling. Such hypothetical testing can per-

haps even shed light on which long-range interactions are most important
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in terms of bringing the tertiary structure toward a native conformation.

On the experimental front, incorporating data such as SHAPE probing

can provide additional constraints on the potential conformations. In

terms of sampling, the inclusion of a guiding energy can help Ernwin

more e�ciently and e�ectively sample multiloop conformations and thus

lead to faster exploration of the conformational space.

In terms of applications, tertiary structures could be used to investigate

and hypothesize about the evolution of kink-turns and long-range interac-

tions (e.g. tetraloop - tetraloop receptor). For such scenarios, knowledge

of the true tertiary structure is not required. Rather, the relevant infor-

mation lies in the potential tertiary structures. What are the secondary

structure and sequence conditions that need to be ful�lled in order for

di�erent elements to be able to form long-range interactions? Such pre-

dictions can be tested by phylogenetic analysis to see when long-range

interactions start being conserved.

Finally, we propose the use of Ernwin for the corroboration of AFM

imaging experiments. Simple extensions to the current prediction meth-

ods can be tailored to �nd the coarse-grain structure most likely to be

compatible with an RNA in an AFM image. �is can be used to form

hypotheses about not only the tertiary structures present in solution, but

also the secondary structures that are implicit within them. Such tools,

we hope, will both ease as well as quantify the analysis of AFM imagery

and encourage its use to analyze RNA structures in solution.





Part IV

SECONDARY STRUCTURE VISUALIZATION

While visualization tools that interactively display RNA sec-

ondary structure already exist, our goal was to make the pro-

cess even easier and to embed it within other applications.

�e development of JavaScript frameworks such as D3.js

along with the ubiquity of the world wide web have allowed

for the unprecedented dissemination of visual representa-

tions. D3.js, in particular, has simpli�ed the composition of

complex visual depictions allowing developers to integrate

di�erent layouts and stylistic elements into one coherent ap-

plication. In the latter part of my PhD work, my colleagues

and I took past work on laying out RNA structures and com-

bined it with modern frameworks for display, dissemination,

interaction and animation to create a number of utilities that,

we hope will:

1. Simplify the lives of researchers by allowing them to

e�ortlessly create RNA secondary structure diagrams

online (Forna [86], Chapter 13)

2. Enable enhanced interactive sharing of RNA secondary

structures by providing an RNA container that can

easily be embedded into web pages and augmented

with auxiliary information about color or long range

interactions (Fornac [86], Supplementary Material,

Chapter 13).

3. Augment the existing dot-plot representation of pre-

dicted base pairs to show the secondary structures asso-

ciated with those base pairs (�e dot-struct plot, Chap-

ter 14).

4. Illustrate cotranscriptional RNA folding by showing

the structures that a nascent transcript can form at

di�erent time points in its transcription (Dr. Forna,

Chapter 15).

5. Diagnose the quality of the predictions generated by

our 3D structure prediction tool Ernwin (RNA long

range adjacency plots, Chapter 16) by displaying which

parts of the secondary structure are correctly predicted

to be near each other.





13
FORNA AND FORNAC: SUPER SIMPLE SHAREABLE

SECONDARY STRUCTURES

13.1 See, simplify and share with forna

As described in the introduction (Chapter 5), there is already a wide

variety of tools for drawing RNA secondary structure diagrams. None,

however, provide a simple viewer that can be accessed using a web browser

with no dependencies and none provide the key feature of extracting

secondary structure from 3D PDB �les. We set out to rectify both of these

de�ciency by creating a JavaScript application for drawing RNA secondary

structures. While it requires a server-side application (written in python)

to calculate an initial layout, this is not something that the end user needs

to install, maintain, or even really be aware of [86]. To satisfy user demand

for a front-end browser-based secondary structure layout, we also created

a pure JavaScript layout container that can be instantiated without the

need for a back-end server [86].

Having encapsulated MC-Annotate’s [56] tertiary structure annota-

tion functionality in an easy-to-use python library, we gave users the

opportunity to input PDB �les to forna and see the secondary structure

of the RNA molecules they contain. �is makes it incredibly easy to get

a simpli�ed representation of the intricate 3D structure of an RNA. It

also allows us to see which RNA structures are present as monomers,

dimers or multimers as well as to show any proteins present and where

they interact with the RNAmolecules. �is improves our ability to screen

for monomeric structures which do not interact with proteins for use as

benchmarks in our tertiary structure prediction program, Ernwin [87]

(Part iii). As we prepared our manuscript, Antczak et al published an

online tool [4] which served as an interface to existing PDB annotation

and RNA visualization tools and let users convert PDB �les to secondary

structure diagrams. While this exposed some overlapping functionality

with forna, it still lacked the ability to show multimeric structures, as

well as protein interactions.

�e work on forna is summarized in a publication in Bioinformat-

ics [86] which is reproduced in Chapter 7. It describes most of the func-

tionality that our online tool provides for the scienti�c community. Not

only does forna provide novel features not found in any other program,

it also implements already existing functionality (such as the simple draw-

ing of structures) in a much more accessible package. Users need only

163
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a web browser and an RNA sequence in order to create aesthetic and

descriptive secondary structure diagram.

Forna can show structures of any size, but due to the heavy computa-

tional requirements, we recommend displaying structures no longer than

around 1000 nucleotides. As with other so�ware tools, we bend some

conventions in the hope of achieving the best balance between aesthetics,

usability and scalability. Among the more sacred conventions that we

eschew is the notion of a straight helix. While base paired regions are,

for the most, part linear and of uniform width, they can be bent in our

representation.�is allows for more �exibility in avoiding overlaps as well

as for better packing of large structures. Figure 40 of the 23s ribosomal

subunit from E. coli below is an example of a 2841 nucleotide secondary
structure extracted from a crystal structure (PDB ID: 4V4Q [156]). �is

illustration is not automatically generated and required a fair amount of

user interaction to not only remove overlaps but to arrange the elements

to roughly correspond to the typical arrangement of ribosome secondary

structure (See Figure 40 and [139]).

(a) Traditional Diagram (b) forna Diagram

Figure 40: Two examples of a secondary structure diagram of the ribosome. On the
left from [139] and on the right drawn by forna.

13.2 Potential improvements
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Between the instant secondary structure drawing, custom coloring, PDB

structure extraction and the multitude of additional features, forna

provides an immediately usable tool for generating secondary structure

diagrams. Even so, there are four major improvements that could be

implemented to increase the breadth of its utility, make it more accessible

as a custom application, to simplify the process of rearranging the layout,

and to create even more beautiful diagrams.

display noncanonical interactions �e current version of

forna does not have the capability to display noncanonical in-
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teractions. Adding these interactions would make it suitable to at

least three di�erent potential applications.

�e JavaScript display container, fornac, could be coupled to

databases of noncanonical motifs [138], providing an interactive

interface where only a static one currently exists. It could further

be coupled to the output of a web service which provides predic-

tions of noncanonical motifs, should one ever be created out of

existing tools such as RNAWolf [199]. Finally, we can leverage our

existing infrastructure for parsing PDB �les to extract and display

the noncanonical base pairs present in solved crystal and NMR

structures.

allow rotation of selected nucleotides �e current imple-

mentation allows dragging on single as well as multiple selected

nucleotides. �is works well for adjustments involving the transla-

tions of nodes.

Di�erent rotations of an
RNA.

It is o�en necessary, however, to rotate large sections of a molecule.

Such functionality would be a welcome addition to the currently

available repertoire of user interactions and ease the disentangle-

ment of larger molecules.

implement different layout algorithms forna currently uses

uses the NAView [24] (Section 5.3) layout for drawing RNA sec-

ondary structure. As described in Chapter 5, there are a variety

of di�erent layout algorithms available for arranging nucleotides

and base pairs. Adding implementations for one or more of these

and allowing users to select which one they wish to use would be

helpful in letting them further tailor the diagram to their particular

requirements.

output to r2r R2R [184] is a program for drawing aesthetically pleas-

ing RNA diagrams. It generally requires some manual intervention

to specify the desired stem orientations (parallel, antiparallel, etc...),

loop layouts as well as various other available parameters. One of

forna’s weaknesses is its di�culty in drawing perfectly positioned

stems and loops. Combining forna’s crude layout with R2R’s preci-

sion and aesthetics could greatly ease the creation of RNA diagrams.

A su�ciently motivated diagram creator could roughly lay out their

RNA in forna, and then export it to an R2R input �le for further

manipulation and rendering. �e result would be a rapidly pro-

totyped RNA diagram, crisply and precisely rendered using the

facilities of R2R.





14
THE DOT-STRUCT PLOT: AN IMPROVED DOT PLOT

�is chapter will introduce the dot-struct plot, an extension of the tradi-

tional dot plot diagram for showing the probabilities of predicted base

pairs. We created the dot-struct plot as an entry to the BioVis 2015 de-

sign contest where the stated objective was to create a visualization for

displaying ensembles of predicted structures. Our intention was to take

the familiar dot plot layout and decorate it with images of the predicted

secondary structures. To make it easier to navigate, we made it fully inter-

active with mouseover e�ects to show details about speci�c base pairs and

zooming to focus on details. �e remainder of this chapter will provide

speci�c details about our motivation and design decisions as well as use

cases for the dot-struct plot. �e actual entry to the design contest is

presented as an addendum at the end of the chapter.

14.1 Augmenting the dot plot
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Figure 41: A typical dot plot showing the base pairs in the MFE structure in the lower
left triangle and all the potential base pairs above a probability of 0.00001
in the upper right triangle. The sizes of the square dots are proportional to
the pairing probability they represent.

�e traditional dot plot (Figure 41) shows the probabilities of subop-

timal base pairs that are predicted for a given sequence. As mentioned

in Section 2.4, it is possible to predict not only the MFE structure but

also structures which have a slightly higher energy and thus contain sub-

optimal base pairs. �ese suboptimal base pairs can then be assigned

probabilities by calculating the partition function over all possible struc-
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tures. �is is illustrated in the dot plot (Figure 41) where the sides of the

rectangle show the sequence and the points indicate the probability of

potential base pairs. �e plot is divided along its diagonal into a lower

le� and an upper right half. �e lower le� half shows the base pairs that

are present in the MFE structure, while the upper right half contains base

pairs that are also present in suboptimal structures.

�e dot-struct plot in Figure 41 shows the base pairs of a particular

class of RNA structure called a riboswitch [160]. Sequences which encode

riboswitches tend to have two very di�erent low-energy structures. Envi-

ronmental conditions can cause them to switch from one conformation

to another. Somebody used to seeing dot plots may be able to infer that

this is a riboswitch by noticing one set of large dots bisecting the upper

right hand portion of the chart and another set of smaller dots �anking it.

From there, however, it takes a bit of mental gymnastics to picture what

sort of structure these base pairs correspond to. It is even harder, if not

impossible, to compare the free energies of the two structures from which

these base pairs came (if one can even deduce which structure they came

from). To alleviate this situation, we augmented the traditional dot plot

with the diagrams of the structures which contain the listed base pairs

(Figure 42).

Figure 42: A dot-struct plot of the same sequence depicted in Figure 41

�e resulting diagram (Figure 42)makes it possible to see the structures

fromwhich the base pairs were derived.�e colors of the dots correspond

to the lowest energy structure in which those base pairs were found. In

Figure 42, the blue base pairs are found in the MFE structure, while the

orange ones are found in the �rst suboptimal structure. �e secondary

structure diagrams are scaled according to their Boltzmann probability

in the ensemble of predicted structures. �us, we see that while the two

dominant structures are similar in stability, the MFE structure is about

twice as probable in the ensemble as the �rst suboptimal. �e dot-struct
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plot shown in Figure 42 is relatively simple, having only two suboptimal

structures. A multi-stable riboswitch can have more than two signi�cant

suboptimal structures with similar free energies (Figure 43). Displaying

such an ensemble can lead to a busy dot-struct plot where the structures

and dots overlap. To make it easy to distinguish the dots from the struc-

tures, we provide an option to separate the dot plot from the treemap of

structures (Figure 44).
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Figure 43: A dot-struct plot of a multi-stable RNA riboswitch displaying 10 suboptimal
structures.
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Figure 44: An expanded dot-struct plot of the multi-stable riboswitch shown in Fig-
ure 43.

A zoomed in view of the
hover behavior showing
the nucleotide numbers
and probability
corresponding to the
highlighted dot and
base pair in the
structure.

�e depictions of the dot-struct plot shown in this thesis (Figures 42,43

and 44) are necessarily static. By design, however, they are fully interac-

tive. Switching between the collapsed (Figure 42 and 43) and expanded

view (Figure 44) occurs with the click of a mouse. Hovering over a dot

highlights the base pair in every structure where it occurs and displays

the numbers of the two participating nucleotides. Conversely, hovering
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over any nucleotide in a structure diagram highlights that nucleotide in

every other structure as well as the dots corresponding to the base pairs

it is involved in. �e entire display is fully zoomable, allowing the user to

enlarge and focus on areas of interest. Many of the other design decisions

are documented in our submission of this display to the design contest at

the BioVis 2015 meeting in Dublin, Ireland.

14.2 Design contest submission

Shortly a�er we created the forna so�ware package for visualizing RNA

secondary structure, we saw a call for the BioVis design contest asking

for the creation an enhanced dot plot. It was the perfect testing ground

for our new implementation. By augmenting the traditional dot plot

with structural information, we could shorten the mental leap that the

reader has to take to connect base pair probabilities to the real structures

they are derived from. Putting it online and coding it in JavaScript using

the D3.js framework allowed us to make it interactive. �e existence of

the JavaScript container we created for forna made the entire task an

easy exercise in piecing together di�erent components to re-create and

augment the existing dot plot. �e actual submission is reproduced on

the next two pages.



Visualizing Ensembles of Predicted RNA Structures and Their
Base Pairing Probabilities

Peter Kerpedjiev and Ivo Hofacker

Abstract—In this design contest submission we present an enhanced version of a traditional RNA dot plot containing a multitude of
extra features and data, foremost among which is the inclusion of diagrams for the top Zuker sub-optimal RNA secondary structures.
This new design facilitates and eases the interpretation of the dot plot by providing the viewer with an immediate representation of
which structures the displayed base-pair probabilities belong to.

1 INTRODUCTION

The traditional RNA dot plot conveys the probability that a particu-
lar base-pair is present in the ensemble of predicted structures. This
information is presented as a 2D scatter plot, where the size of the rect-
angular marks is proportional to the probability of a pairing between
nucleotide i (on the x-axis) and nucleotide j (on the y-axis). The upper
right triangle of the plot displays this information for the ensemble of
predicted secondary structures whereas the bottom left displays only
the pairs present in the minimum-free energy structure (MFE). The
dot plot is useful in conveying to the viewer that some nucleotides
may have a propensity to form differing base-pairs. At first glance, it
shows whether there are stems which are consistent across the whole
ensemble and which nucleotides they encompass.

Beyond this application, however, it becomes difficult (albeit far
from impossible) to extract extra information. The key unanswered
question, in our opinion, is which structures correspond to the indi-
cated base-pairs? As previously mentioned, the pairs corresponding
to the MFE structure are shown in the lower left hand corner. What
does this structure look like, however? What about the other base-
pairs in the upper right section? Which structures do those correspond
to? How many different structures do they correspond to? Which can
be found in the same sub-optimal structure?

With these questions in mind, we set about redesigning the dot plot
to include actual secondary structure diagrams in the background. The
result, shown in Figure 1, gives the viewer an answer to each of the
questions posed above and more. It further provides a platform which
can be extended to create an interactive tool to ease the exploration of
the data presented in the visualization.

2 DESIGN CONSIDERATIONS

Our design was created to answer some basic questions that re-
searchers might ask about an ensemble of predicted RNA structures,
as well as to provide some minor improvements to the way the tradi-
tional dot plot is laid out. In each section we describe what we did,
why we did it, as well as how we feel it could be improved with an
interactive version of our design.

2.1 What does the MFE structure look like?
Description: In the traditional use case, one receives a secondary
structure diagram representing the minimum free energy structure in
one file and the dot plot in another. We strive to unite these two rep-
resentations by showing the MFE structure in the background of the
dot plot. Such an approach is alluded to in a figure in [3], but we
go one step further and arrange the MFE structure along with other
sub-optimal structures and scale their size according to their expected
population in the Boltzmann ensemble of predicted secondary struc-
tures.

Motivation: The give the viewer an immediate representation of
the MFE secondary structure.

• Peter Kerpedjiev (pkerp@tbi.univie.ac.at) and Ivo Hofacker
(ivo@tbi.univie.ac.at) are both at the University of Vienna.

2.2 Which other structures are predicted?
Description: RNA folding, being a kinetic process, leads to the pres-
ence of more than one particular structure in solution. We display
a subset of these sub-optimal structures, along with the MFE struc-
ture, in the background of the dot plot. Based on the energy of each
predicted structure, one can calculate its expected weight within the
ensemble and use it to scale the size of its secondary structure using
a squarified treemap layout [1]. Only structures which correspond to
base-pairs with a probability above a certain threshold (see next sec-
tion) are displayed.

Motivation: The MFE structure can quickly be compared to the
other predicted structures in the ensemble in terms of not only struc-
ture, but also energy value.

Potential Improvement: Some structures can appear quite small.
An interactive version of the plot can enlarge them when one hovers
over a base pair belonging to that structure.

2.3 Which structures do the predicted base pairs corre-
spond to?

Description: The upper right hand corner of the dot plot shows all
of the potential predicted base pairs above a certain probability value
(0.08 in our case, 0.00001 in the traditional dot plot). We chose a
higher cut-off due to the simple fact that a lower cutoff would yield
points so small as to be virtually indistinguishable without a magnify-
ing glass. Each of the dots is colored to match the color of the best
sub-optimal secondary structure containing that base pair. Recall that
these structures are displayed in the background of the dot plot.

Motivation: This encoding helps to link the predicted base pairs
with the structures they are expected to appear in.

Potential Improvement: Increasing the size on mouse-over, as
suggested in the previous section, should help alleviate this issue.
Clicking on a structure could also be employed to highlight/enlarge
the base pairs belonging to it.

2.4 Which base pairs in a structure are displayed in the
dot plot?

Description: The MFE and sub-optimal structures in the background
are generated by finding the lowest energy structure given a base pair
constraint. Within those structures, we highlight the pairs which, when
constrained to being paired, lead to the prediction of that structure.
These also correspond to the base-pairs displayed as dots on the dot
plot.

Motivation: By highlighting the base pairs in the secondary struc-
ture, one can easily see not only how many, but which pairs in a sub-
optimal structure are represented in the dot plot.

Potential Improvement: The identity of the base-pairs could be
clarified by drawing lines between the secondary structure and the dots
when users hover the mouse over the dots.

2.5 Minor improvements
Nucleotide Numbering: We added the positions of the nucleotides to
the margins. To avoid clutter, we only add the numbers for nucleotides



Fig. 1. Sample enhanced dot plot for the Human Highly Accelerated Region 1A provided in the contest data.

that have the potential to be in a base-pair (i.e. have a probability
greater than the threshold).

Numbering Guide Lines: To guide the viewer in reading out the
identity and position of each paired nucleotide, we have added faint
lines from each dot on the dotplot to the numbers of the nucleotides in
the margin

Total Pairing Probability: The summed pairing probability for
each nucleotide is encoded as colored squares on the upper and left
border of the plot. This provides an overview of which nucleotides
are likely to be paired in the whole ensemble. It can be used as a
comparison with data from probing experiments.

3 GENERATION

The data for the plot is generated by a python script which makes use
of the python binding of the ViennaRNA package. The actual plot is
rendered in the browser using the D3.js and fornac.js libraries. Such a
format makes it easy to add interactivity to the current design.

4 AVAILABILITY

The code for creating this visualization is available at:

https://github.com/pkerpedjiev/dotstruct
A higher resolution rendering of Figure 1 can be found at:
http://www.tbi.univie.ac.at/˜pkerp/dotplus/
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FOLLOWING COTRANSCRIPTIONAL FOLDING WITH DR.

FORNA

�at RNA begins to fold as soon as it starts being transcribed has been

known for over three decades [23, 94, 97]. Certain parts of the molecule

can form stable secondary structures before the entire molecule is com-

pletely transcribed. �is can prevent the fully transcribed RNA from

adopting its MFE structure by forming so-called kinetic traps, wherein a

nascent structure is so stable that unfolding it to form the MFE structure

can take an inordinate amount of time. Evidence suggests that rearrange-

ments do, in fact, take place during folding and that mutually exclusive

structures are present at di�erent points in the transcription process [94].

�is can have many important consequences for the fate of the nascent

transcript. Proteins binding a particular motif may �nd the motif while

the transcript is being transcribed but not when it is fully formed. Struc-

tures interfering with the action of the transcription machinery may slow

down the transcript’s own transcription. �e appearance of kinetic traps

may lead to the transcript being trapped in a suboptimal energy well that

makes it di�cult for the molecule to attain its MFE structure.

�e speed of transcription has an in�uence on the types of transcripts

that will be produced. Slower transcription can lead to more meta-stable

intermediates by giving them a chance to form before the latter part of

the sequence is transcribed. Faster transcription can interfere with proper

folding by favoring other incorrect intermediates. In both cases, it is

the sequence itself that determines which intermediates can be formed

and which transcription speed is ideal for creating a functional RNA.

Transcribing an RNA at an unsuitable speed can result in non-functioning

products (as in the case of rRNA [102, 29]). �is can be seen more clearly

in studies of the Group I intron, where cotranscriptional folding occurs

roughly twice as fast as refolding, both of which occur 10-times slower

in-vitro than in-vivo [69]. An explanation for this is that cotranscriptional

folding favors the formation of various local structures which reduce the

conformational search space for the rest of the molecule. Simulations of

the likely intermediate structures can give researchers a glimpse at the

possible local structures which are formed during transcription.

While there has been ample research into predicting secondary struc-

tures and taking cotranscriptional and kinetic folding factors into ac-

count [122, 121, 144, 48, 79, 191, 192, 60, 55] there has been little work in

the way of displaying the results in a meaningful manner. �e graphs

reproduced in this chapter range from the arcane (Figure 45) to the sim-

173
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Figure 45: "Chart of helices present in the ribozyme plus attenuator sequence as it folds
during and after synthesis for a molecule that folds via the catalytic folding
path" [79]. Figure reproduced from [79].

Figure 46: An illustration of the fraction of two conformations in a solution over time
[48]. The use of dot-bracket notation to depict the structures is forgivable
due to their simplicity. There is, however, no indication of which of the two
is S0 and which is S1. Figure reproduced from [48].
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Figure 47: How transcription speed a�ects the simulated abundance of di�erent RNA
transcripts [72]. Slow transcription is on topwhile fast transcription is shown
on the bottom. The twomajor RNA species are illustrated below the graphs,
but no information is provided about the other species represented in the
line graphs. Figure reproduced from [72].

Figure 48: A diagram explaining how loops can travel through double stranded re-
gions and lead to distal rearrangements of the secondary structure. Figure
reproduced from [48].



176 secondary structure visualization

Figure 49: The folding pathway of MS2 A-protein 5’UTR as it is being transcribed (left
to right). The red color indicates a trap structure described in another pub-
lication. The structures are described in dot-bracket notation, making it
di�cult for an untrained eye to recognize which nucleotides are paired
with each other. Time is not scaled linearly with the position of the output.
Figure reproduced from [55] with permission according to the license in the
Appendix.

ple yet spartan (Figure 46) to the cartoonish yet clear (Figure 48), to the

outright overwhelming (Figure 49). Given our implementation of the

simple polygonal layout (Figure [163]) as a D3.js layout, we are able create

a visualization which arranges and scales multiple RNA diagrams in one

window while allowing users to interactively explore the predictions at

di�erent points in time.

As an experiment in novel ways to see how the dynamic population

of RNA structures in a nascent transcript evolves, we used an as yet

unpublished work, Dr. Transformer, (Badelt et al. unpublished) to

simulate the structures and their concentrations at a number of time

points over the course of transcription. �e output of Dr. Transformer

could just as well have come from any of the other RNA folding kinetics

simulation tools mentioned above and is not speci�c to its functionality. It

simply describes an id, a time, a concentration, a structure and an energy

(similar to that shown in Figure 49):

id time conc struct energy
1 0.380000 1.000000 ................... 0.00
2 0.3800005 3.396416e-04 .((((((......)))).)) -0.80
1 0.3800005 9.996583e-01 .................... 0.00
3 0.3800005 2.029009e-06 ...((((......))))... 0.10

Within this output, the three key points for downstream analysis are

the time, the concentration and the structure. �e original output for Dr.

Transformer (see Figure 50) displayed all three, but with a number of

shortcomings:
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Figure 50: The original output for Dr. Transformer showed the concentration (normal-
ized and displayed as population density, the time (linear scale) and the
structure identi�er. This plot bears a close resemblance to that of Flamm et
al [48] and Hofacker et al. [72] as shown in Figures 46 and 47, respectively.
Figure courtesy of Stefan Badelt.

• �e structures themselves are not displayed. �e user must shi�

his/her attention to another document to �nd out what structure 1

or 2 or x actually looks like.

• �ere is an overwhelmingly large number of lines, making it hard

to match colors to structure ids.

• �e multitude of lines obscures their path through the plot and

makes it hard to read and interpret.

As a solution, we o�er an interactive display (dubbed Dr. Forna) to

let viewers scroll through the the time series and view the data at each

time point individually. In constructing our visualization, we make two

major assumptions:

• Researchers are not so interested in structures which are present in

miniscule concentrations. �is helps remove the clutter in the line

chart.

• �e dot-bracket notation for structures is not amenable to human

interpretation. We therefore replace dot-bracket strings with the

equivalent RNA secondary structure diagram, drawn using the

standard polygonal layout [163] (Section 5.1).

Working under these assumptions, we decided to retain the line chart

due to its familiarity to those in the �eld of RNA kinetics. It gives a quick

overview of how the landscape of RNA structures evolves over time. �is

is augmented with a visual depiction of the structures we expect to �nd in
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Figure 51: A screenshot of the initial Dr. Forna design. The line chart at the bottom
displays the concentrations of various secondary structures over the course
of the transcription process, like in Figure 50. The secondary structures in
the top two thirds of the plot are the species present at the time marked by
the dashed line below.

solution at any particular time point. �e areas that the structures occupy

are scaled according to their population density (i.e. what percentage of

all of the structures that are present in the solution are this structure?).

Hovering over any point in the line graph displays a snapshot of the

structures present at that point in time. A screenshot of the Dr. Forna

display applet can be found in Figure 51.

�e current implementation, which requires the user to hover the

mouse over the line graph to see the corresponding structure, is useful

for exploring the landscape of potential structures. At the same time, it is

di�cult to convey the structural landscape over the entire course of the

simulation in one static output, as would be required for a publication.

One possibility, showing a series of screenshots taken at regular intervals

is revealing, yet cluttered (Figure 52). Little extra information is gained

from the conceptually similar structures shown at the beginning and

end of the simulation. Many of the smaller, less populated, structures are

di�cult to see. �e line chart becomes redundant and hard to see when

shrunken and repeated. To improve this chart we have come up with a

number of ideas for how to better organize and display this data.

logarithmic to linear time scale Currently the time scale is

linear from start to �nish. �e changes in concentration that occur

as a consequence of di�ering energy values, however, happen on a

logarithmic time scale. Fusing the two and showing certain portions

of the interval on logarithmic scale and others on a linear scale may

be more meaningful in in terms of displaying the dynamics of the

RNA structure population.
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Figure 52: A tile of sequential screen captures of the Dr. Forna plotting application. In
this busy image, one can see the cotranscriptional folding path of an RNA
molecule as time passes and it grows in size.
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population thresholds Allowing users to set a threshold for how

populated a certain structure must be before it is displayed may

reduce the clutter and devote more space to the more prominent

structures.

timeline brush It may be that a user is only interested in a particular

interval of the simulation. Allowing them to select a start and end

time and showing snapshots of the landscape at �xed points within

that interval may limit the number of multiples that need to be

displayed. �is can e�ectively lead to more screen area for each

time point.

clustering A discerning viewer may notice that many of the struc-

tures shown in Figure 52 di�er by a single nucleotide or base pair.

Such small di�erences may have a negligable functional relevance

and might be omitted. Clustering similar structures may allow us

to devote more space to the major rearrangements that take place

during the transcription process.
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TERTIARY STRUCTURE PREDICTION DIAGNOSIS

In our paper describing Ernwin [87], we demonstrated how our tertiary

structure prediction program facilitates the sampling of ensembles of

structures. What do those ensembles look like? We used histograms of

their coarse-grain measures (such as ROG, shown on the right) and

RMSDs to characterize the ensemble of sampled structures. None of these

diagnostics give us any idea of what these structures actually look like.

In the case of a single lowest energy structure the natural solution is to

open it in a 3D structure viewer such as PyMOL [154] and to manually

inspect it. �is is useful for examining the features of a single structure

but quickly becomes unwieldy when we are confronted with a multitude

of conformations. 0 10 20 30 40 50 60
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14

Radius Of Gyration

Distribution of ROG
values in sampled
structures.

How then, can we display a summary of an ensemble of structures that

is both meaningful and condensed? To answer this question, we need

to ask the complementary question of what is the viewer trying to see?

What is it about the ensemble of predicted structures that is relevant to

the person doing the analysis? An experimentalist working with cryo-EM

data may be interested in 2D projections of the tertiary structures. �ey

may be interested in what a cryo-EM image of a given RNA looks like if

it adopts the conformations predicted by a tertiary structure program.

�is will allow them to compare this simulated image to a real image and

to make judgments as to their similarity. An experimentalist working

with SAXS data may be interested in the distribution of radius of gyration

values.

As a creator of tertiary structure prediction so�ware, I am concerned

with how well my method performs. How well does it recapitulate the

known structures? As described in Section 9.4 we use the ACCmeasure to

summarize how accurately we predict long-range adjacencies. �is con-

denses the di�erence between twomodels to a single number which while

useful when benchmarking performance on multiple structures, provides

little information about how any two particular structures actually dif-

fer. �is number furthermore only captures the di�erence between two

models. Given that Ernwin predicts an ensemble rather than just a single

model for any given input secondary structure, an e�ective diagnostic

would display which interactions were correctly or incorrectly predicted

for all of the predicted structures. It will be easy to identify what types

of elements are involved and which nucleotides they contain in order to

go back and diagnose which aspects of our energy function lead to their

correct or incorrect adjacency prediction.

181
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16.1 Long-range interaction overlay

An illustration of the
MLV readthrough

pseudoknot (PDB ID:
2LC8 [75]) secondary
structure as displayed

by forna.

�e simplest way to display long-range interactions is to overlay them

on top of a 2D diagram (see margin). �is structural context gives the

viewer easy access to information about the neighboring elements. In the

example with the MLV pseudoknot in the margin, one can clearly see

that there is an interaction between the hairpin loop and the 3’ external

loop. To analyze tertiary structures, we can use forna’s ability to overlay

long-range links on top of the secondary structure diagram to display

a �attened representation of a tertiary structure prediction. Given our

coarse-grain structure representation this presents two di�culties:

1. How do we determine if there is an interaction?

2. What do we actually link when individual nucleotides are not rep-

resented in the tertiary structure?

To answer the �rst question, we need only refer to Section 9.4, which

described the calculation of the ACC value between two coarse-grain struc-

tures. �is section showed how we chose a distance of 25Å to consider

elements su�ciently ‘adjacent’ as to be potentially involved in a long-

range interaction. We also showed that two elements need to be separated

by at least 16 base pair or backbone links in order to reduce the in�uence

of local secondary structure on their proximity and be considered a po-

tential long-range interaction. �is suggests a natural adjacency criterion

for displaying links between distant (in terms of secondary structure)

elements. We simply show all links between elements further than 16

nucleotides / base pairs in the secondary structure and closer than 25Å in

the tertiary structure (Figure 53).

(a) Normal Long-Range Overlay (b) Bundled Long-Range Overlay

Figure 53: Adding connections for all nodes further than 16 nucleotides / base pairs
apart which are closer than 25Å (left). Using force-directed link bundling [73]
to clean up the �gure and reduce clutter (right).

Long-range interaction
overlay links starting at
the centroid of a stem.

Because every coarse-grain element consists of a set of nucleotides,

Question 2 can be resolved by drawing a link’s terminus at the centroid
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of the element’s nucleotides in the 2D diagram. �e exception to this

rule are degenerate elements that are inserted as placeholders (e.g. a

multiloop segment of length zero that exists between two adjacent stems

in a multiloop). If we extend the set of nucleotides which compose a

coarse-grain element to include the nucleotides directly adjacent to that

Long-range interaction
overlay links starting at
the centroid of a
hairpin loop.

element, then every coarse-grain element will be composed of a non-zero

number of nucleotides. To link a CG element to something else we simply

place the start of the linking line segment at the centroid of its composing

nucleotides.

�e scheme described here allows us to convey information about

coarse-grain element positions in the third dimension directly on top a

secondary structure diagrams. �is will hopefully provide context and

clarifywhich nucleotides are near to each other and thus have the potential

to interact with each other.

16.2 Diagnosing the accuracy of predicted adjacencies

�e illustration in the previous section provides a starting point for ana-

lyzing coarse-grain tertiary RNA structures in two dimensions. While it

can be used independently for exploring the 3D proximity of distal 2D �e
cg_to_fornac.py
script in the forgi
package generates an
HTML document
containing the
long-range diagnostic
diagram.

elements, it lacks the key capability of allowing us to diagnose which long-

range adjacencies are correctly predicted and which are incorrectly pre-

dicted. By coloring correctly predicted adjacencies green and incorrectly

predicted ones red, we can pair the 2D representation with diagnostic

information about the veracity of the predicted adjacencies.

Figure 54 shows a native (le�) and predicted (right) structure in both

its original coarse-grain 3D model as well as the 2D representation with

the adjacency overlay described in this chapter. �e 2D representation

o�ers a quick and easy summary of the tertiary structure models. One can

immediately see the correct long-range interaction between the far right

hairpin and the 3’ unpaired region on the le� in the native model. �e

poorly predicted model, in contrast, contains a lonely 3’ unpaired region

and incorrect pairings among the other hairpins. Figure 54 includes the

3D structures to show where the adjacencies in the 2D diagrams come

from. Without them, a glance at the colored 2D representation with long-

range interaction overlay informs the user of the general quality of the

prediction (green for good, red for poor), how compact the molecule is

(i.e. howmany long-range interactions are predicted), andwhich elements

are correctly and incorrectly predicted to be near to each other.

�is view is informative for a single structure, but as emphasized, our

tertiary structure prediction work produces ensembles of structures. One

structure may be well predicted, but is this the case with the others? Are

there certain long-range interactions that are consistently correctly or

incorrectly predicted?�e answers to these questions can help us evaluate
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Figure 54: Using color to show correctly and incorrectly predicted adjacencies in the
SAM-I/IV riboswitch (PDB ID: 4L81 [176]). The secondary and tertiary struc-
tures on the left correspond to the crystal structure whereas those on the
right are from the cluster with the lowest ACC. The dashed lines connect
the equivalent 2D and 3D elements. Green lines show correctly predicted
adjacencies and red lines show incorrectly predicted adjacencies.

the quality of our prediction method, help to design better energy terms

to improve it, or to look for biological implications in the predictions of

unknown structures.

16.3 Showing multiple predictions using small multiples

�e quantity of predicted structures precludes their simultaneous display

on a typical computer monitor. We thus wish to select and display some

subset which re�ects the entire population. One possible way to do this is

to simply pick a random subset of structures. Another is to cluster all of

the predicted structures into some number of clusters (e.g. the number of

structures we wish to display) and then display the centroids. Figure 55

shows examples of both approaches. �e native (crystal) structure is

shown in the upper le� corners of the two sets of structures. �e results

are super�cially similar, but this may simply be attributed to the order in

which they are displayed (according to their ACCmeasure). Bothmethods

of selecting structures re�ect the underlying ensemble of coarse-grain

models. �ey both contain two well predicted models and a number of

not so well predicted models. We can see from the long-range interaction

overlay, that there is a tendency to over-predict hairpin loop-hairpin loop

interactions and to under-predict interactions with the 3’ unpaired region.
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Figure 55: Small multiples of a random sample of structures (top) and the cluster cen-
ters of 7 clusters generated using k-means clustering. The native structure is
shown in the upper left corner of both the random and clustered structures.
The small, barely legible text below each diagram contains the �lename
of the 3D model it was generated from, its ACC and RMSD. The interactive
version of this plot allows users to zoom in and examine this information in
more detail.
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16.4 Summary and further work

Expanding our RNA secondary structure visualization tool and augment-

ing it with links between adjacent elements allows us to abstract infor-

mation from the the tertiary structure and place it in two dimensions.

�is informs us of two important properties of the sampled ensemble:

how well we predict structures as whole and where we predict correct

and incorrect adjacencies. Combined, these properties show us how to

improve our prediction methods. In the case shown in Figure 55, we need

an energy term to pull hairpins to the 3’ unpaired region. We also need

to investigate why the wrong hairpins are brought together and perhaps

introduce a check to make sure that a single hairpin is not involved in

more than one other interaction. Conversely, one may ask why the inter-

actions predicted in our model don’t occur in reality. By zooming in and

reading which structure the diagram came from, we can open it in a 3D

viewer and examine it in more detail. �e overview shown in this view

thus enables the viewer to judge the quality of an ensemble of predicted

structures and to identify and investigate speci�c failings (or successes)

of the tertiary structure prediction.

�is chapter, along with the dot-struct plot (Chapter 14), and the

Dr. Forna cotranscriptional folding visualization (Chapter 15) are pre-

sented in this thesis to not only demonstrate new ways of looking at

multiple RNA structures, but to highlight the �exibility of our JavaScript

/ D3.js RNA secondary structure display container, fornac. Its ability

to display supplementary information such as additional links as well

as its easy embedding in more complex visualizations make it an ideal

container for showing and sharing RNA secondary structure in a relevant

context. �is, we hope, will advance the long tradition of displaying RNA

secondary structure to illustrate the output of a prediction tool, explain a

biological process, or to share auxiliary information.
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CONCLUSION

�is thesis has introduced two complementary tracks in the disciplines of

RNA tertiary structure prediction and secondary structure visualization.

�e former not only introduces a coarse-grainmodel parameterized by the

locations of the helices and hairpin loops, but also an adaptive rejection-

based sampling technique for generating ensembles of structures whose

features conform to prede�ned distributions.�is enables us, for example,

to sample a set of structures whose ROGs conform to the ROGs observed

in solved structures of a similar size. Other features, such as the distance

between hairpin loops or the orientation of potential A-minor interaction

donors and receptors with respect to each other, can also be measured

and sampled. By combining multiple di�erent descriptors of tertiary RNA

structure, we can sample ensembles of conformations whose measured

features resemble those of real structures.

Conformations on a local level are sampled by assembling fragments

of structures solved using X-Ray crystallography or predicted using the

high-resolution FARFAR program. �is provides a high level of con�-

dence that the sampled loop conformations resemble those of real RNAs.

Conversely, our lack of sequence dependence provides room for improve-

ment in constraining the potential parameters available to certain loops

in the structure. We have shown that including the correct parameters for

just interior loops can markedly increase the prediction accuracy (Sec-

tion 11.4). While we lack knowledge of the correct parameters, the use

of predicted motifs for interior loops also leads to an improvement in

prediction quality (Section 11.3). An improved methodology for select-

ing which motif predictions to include as parameters constraints and

how o�en to constrain loops should alleviate the problem of incorrectly

predicted motifs worsening the structure predictions.

When prediction methods yield poor results, their developers try to

isolate the cause of the failure. In the case of tertiary structure prediction,

two components are always suspected: the energy function and the sam-

pling method. We have tried to improve upon the sampling method by

exploring a wider variety of conformations than other methods. We have

succeeded, insofar as we can sample a wider range of RMSD values than

some of the best other methods [87] (Chapter 6). �is, however, is but a

bitter victory. Our results indicate that even when using a perfect energy

function, we still fail to sample native or near native states for some of

the larger structures. �is is in spite of the fact that there are fragments

present in the database which come from the target structures. Clearly, a

187



188 secondary structure visualization

more sophisticated sampling approach is necessary. Cheap improvements

may be obtained by using replica-exchange, or multicanonical MCMC

sampling.

It is more likely, however, that a more thorough and methodical ap-

proach will be necessary. Excluded volume and loop closure present two

major obstacles to generating valid conformations. Resampling entire

multiloop regions (as opposed to just single segments) and adding pseudo-

energies to guide loop closure may greatly increase the rate at which new

fragments are accepted. An arti�cial database of fragments can be cre-

ated starting with only those found in the native structure and gradually

expanded to characterize where and why our sampling begins to fail to

yield native structures when using a cheating energy. Building on top of
this, we could use an extremely slow but accurate method to build up a

high �delity database of predicted fragments for use in assembling larger

structures.

�e second track, secondary structure visualization, has introduced

new tools for interactively displaying RNA’s secondary structure. �e �rst

and foremost of these tools, forna [86] (Chapter 7), has freed RNA visu-

alization from any so�ware dependencies barring an internet-connected

computer and a web browser. It enables unprecedented �exibility in in-

teractively rearranging not only the layout, but also editing the structure

itself. �e ability to extract and display the secondary structure of a PDB

�le rounds out the set of key features that have made this a worthy tool

for the exploration and dissemination of RNA secondary structure.

Just as importantly, the JavaScript components for laying out RNA

structure can be incorporated into more complex layouts that integrate

additional information. Concentration can be encoded in the size of

each diagram. Coloring can indicate conservation. �e layouts can be

dynamically resized to show the relative abundance of various structures

over the course of transcription. Overlays can be added to show tertiary

structure interactions. At the time of writing, the layouts available were

being integrated into a tool to explore the folding landscape of RNAs.�e

component’s ease of use, versatility, and clarity make it an ideal tool to

display di�erent characteristics of an RNA molecule within the context

of its structure.

We hope that the work on RNA tertiary structure prediction and RNA

secondary structure visualization will pave the way for the creation of

ever more sophisticated tools to analyze the complex ways that RNA

folds and interacts within human cells while simultaneously making it

easier to abstract and clarify the output to make it easier to analyze and

disseminate.



Part V

APPENDIX

�is part of the document contains reference material that

may be useful for the reader to refer back to. Included are the

names and illustrations of all of the PDB structures used in

benchmarking Ernwin, as well as the chemical structures of

the RNA nucleotides annotated with labels describing their

representation in PDB �les. Also included is the license for a

�gure reproduced in the Dr. Forna chapter 15.





EXTRA RELEVANT INFORMATION

PDB �les

�e line below shows a typical line in a PDB �le describing an RNA

molecule.

ATOM 73 C5’ U A 106 41.907 43.818 94.541 0.00 82.28 C

�e values on this line are described in the table below:

ATOM Indicates that this line describes a normal atom.

73 �e number of the atom in this model.

C5’ �e identity of the atom (See below).

U �e type of the residue (Uracil, in this case).

A �e chain identi�er.

106 �e residue number, which doesn’t necessarily have to

start with 1, nor does it have to be sequential over the

length of the chain (i.e. some residues can be skipped).

41.907 �e x-coordinate of the atom.

43.818 �e y-coordinate of the atom.

94.541 �e z-coordinate of the atom.

0.00 �e occupancy, an indicator of alternate conforma-

tions.

82.28 �e B-factor, an indicator of �exibility or con�dence

in the position of the atom. Higher values indicate

that that region of the molecule may move around,

making it harder to pin down an exact location.

C �e type of molecule.

(not

shown)

�e charge on the atom

In our calculations, we only use the identity and location values (i.e.

the values before the occupancy).

Atoms in PDB �le are identi�ed according to their identity and posi-

tion within the molecule. �ey are commonly referenced in literature to

identify functional sites. Figure 56 shows the structures and atom names

of each of the four di�erent RNA nucleotides.
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Figure 56: The names of the atoms in each of the four di�erent nucleotides as labeled
in a typical PDB �le.

Local structure database construction �owchart

In an ideal world, all of the data to reproduce the results of this thesis

would be generated using a single command. Unfortunately, in our real

world, such a command requires a lot of prerequisites to function. In the

interest of brevity, Figure 57 provides a high level overview of how the

parameters (statistics) used by Ernwin are generated.

�e structure test set

Table 8 provides a list of all of the structures that were used in testing

the performance of Ernwin. �ey were obtained by taking all of the

structures between 60 and 500 nucleotides long from the BGSU list of non-
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cat

Coarse Grain
Structures

Randomly Generated
Secondary Structures

Corresponding
Predicted 3D Structures

Ribosome Structure
(1S72)

Sampled Statistics File
(fess/stats/sampled.stats)

Real Statistics File
(fess/stats/real.stats)

Combined
Statistics File

graph_to_angles.py graph_to_angles.py

pdb_to_cg.py pdb_to_cg.py

FARFAR / FARNA (Rose�a)

Figure 57: The pipeline for generating the statistics used for sampling coarse-grain
structures with Ernwin.

redundant RNA structures [101] and �ltered to exclude entries containing

multiple interacting RNAs and RNAs interacting with proteins.

PDB ID Length (nt) Coarse Grain Structure Description

4PQV 68 XRN1-Resistant
Flaviviral RNA [30]

1KXK 70 Domains 5 & 6 of
Group II Intron [195]

1Y26 71 Adenine
Riboswitch [161]

Continued on next page
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Table 8 – continued from previous page

PDB ID Length (nt) Coarse Grain Structure Description

2TRA 73 tRNA [185]

3CW5 75 Initiator tRNA [12]

2HOJ 78 Thi-Box
Riboswitch [43]

3T4B 83
HCV IRES

Pseudoknot
Domain [15]

4P5J 83 tRNA Mimicking
RNA [32]

4LVZ 89 THF Riboswitch [175]

Continued on next page
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Table 8 – continued from previous page

PDB ID Length (nt) Coarse Grain Structure Description

3GX5 94 SAM-I
Riboswitch [123]

4L81 96 SAM
Riboswitch [176]

2QBZ 153 M-box RNA [33]

1U9S 155 RNase P [95]

1GID 158 Group I Ribozyme
Domain [28]

3D0U 161 Lysine Riboswitch
(mRNA element) [54]

Continued on next page
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Table 8 – continued from previous page

PDB ID Length (nt) Coarse Grain Structure Description

4GXY 161 Adenosylcobalamin
Riboswitch [136]

3DIR 172 Lysine
Riboswitch [162]

4P9R 189 Lariat Capping
Ribozyme [119]

4GMA 192 Adenosylcobalamin
Riboswitch [81]

3DHS 215 RNase P [85]

1X8W 247 Tetrahymena
Ribozyme [62]

Table 8: A list of all the structures used for benchmarking Ernwin. The length of each
structure is given in nucleotides (nt).



LICENSES

�is chapter contains a copy of the license for the reproduction of Fig-

ure 49. All other reproduced �gures either require no license (Proceedings

of the National Academy of Sciences) or are licensed under a Creative

Commons license. �e reproductions of the papers in Chapters 6 and 7

are covered under the Creative Commons license.
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