Lniversitat
wien

MASTERARBEIT / MASTER 'S THESIS

Titel der Masterarbeit / Title of the Master‘'s Thesis

"Empathy with Robots"

verfasst von / submitted by

Iris Nina Landsgesell, BSc

angestrebter akademischer Grad / in partial fulfillment of the requirements for the degree of

Master of Science (MSc)

Wien, 2018 / Vienna 2018

Studienkennzahl It. Studienblatt /
degree programme code as it appears on
the student record sheet:

Studienrichtung It. Studienblatt /
degree programme as it appears on
the student record sheet:

Betreut von / Supervisor:

A 066 840

Psychologie
Psychology

Ass.-Prof. Giorgia Silani, Privatdoz. PhD









Table of Contents

1 Theoretical BaACKGIrOUNG..........oiiiiiiiiee ittt e e e e e e e e ee e e e eeeeeeeeeees 9

1.1 P gLl o o] g aTo] o] a1 E 1 o 9

1.1.1 Social mechanisms of anthropomMOrphiSM ... . eeeeeeeeeeeriiiiiiiiiiiieneeeeeenennn 11

1.1.2 Individual iINfIJUBNCES ... 13
1.1.3 Psychobiological and neuroscientific @SPECS. wuuuueevvrreriiiiieeieeieiiiiieieiiiiiienns 31
1.1.4 Measuring AnthropoOmMOrPRISIM .....cooiiiiiiiiiiiii e 14
1.2 RODOLS ... e e e e e e e e e e e e e e e e e e e eeeneeae 16
1.2.1 The UNCanny Vall@Y ..........ccccoiiiiiiiiees e e e eeeeeeeeeeattns s s s e e e e e e e e aaaanaaeenaaees 18
1.2.2 Human Perception of RODOLS ........coouiiiiiiiiieeieeeiiiic e 20
1.2.3 Social aspects of Human-Robot-Interaction (HRI) ... 23
1.3 EMPALNY ... e —————————— 29
1.3.1 Simulation Theory and Theory TheOry ........cceeveeiieeeiiiieieeeee s 29.
1.3.2 Mirror neurons and NEUIOSCIENCE ..........ceeeeeeeeeiiieeieeeeiiiiiiiaaa e e e e e e aaaeeens 30
1.3.3 Mentalizing, mind-reading, empathizing ......ccccccooooiieiiiiiiiii s 32
I a0 T= 11 )Y/ 0 G o -V I 33
1.3.5 Social aspects of empathy .............uuuiireceiiiiii s 35
1.4 Empathy With rODOLS .........uueiiiii s 36
1.4.1 The role of embOodiMENt .........cooiiiiiiiiiii s 38
1.4.2 Intentional mistreatment Of rODOTS..........covvviviiiiiiiii e 40
1.4.3 RODOU ELNICS ..uviiiiiiiiiiiiiiiiiiiee e ettt e e e e e eeeese e 43
P2 /11 1 T Yo L USSP PPPPPPPI 44
21 Research Question and HYpPOtheSES.........ocoeeiii 44

2.2 [T (ol o= g1 USSP 45



2.3 SUMUIUS MALEIAL .....eeeeiiiiiiiei e 46
24 EXperimental ProCEAUIE ............euiiii sttt 48
2.5 Dependent variables .............ouuiiiiiiiimmmmm e 49
2.6 IMEBASUIES ....ccvviiiiiiiiii i e e e e e e 49
2.6.1 Toronto-Alexithymie-Skala-26 (TAS-26; Kupfer, Brgsi& Brahler, 2001)....... 49
2.6.2 Individual differences in anthropomorphism questiaine (IDAQ, Waytz,
Cacioppo, & EPley, 2014) ......cocuiieieee sttt 50
2.6.3 The Autism-Spectrum Quotient (AQ-k; Freitag et 2007) ............ceeeevvvvvvvennnns 50
2.6.4 Saarbrucker Personlichkeitsfragebogen SPF (IRI/&8Elus, 2009)................. 50
3 RESUIES e e e e 52
3.1 MISSING VAIUES ... e smmmme e s e e e e e e e e e e e e e e e eeeesesessnnnnnsesennnnns 52
3.2 Cognitive empathy and human-liKENESS...... . eeeerrrneiiiiiiiieeeeeeeieeeieeeeen D2
3.3 Affective empathy and human-liKENess .......cccoeeeiiiiiiiiiiiiii 55,
3.4 Personal traits, sociodemographic characteristidsempathy.............cccccevvveeee 59
4 DISCUSSION ....teeiiieeiiiiite et e e e et emmmm et e e e e ettt e e e e e s e e e e e samme e e e e e e nnn e e e e e e e annnes 61
4.1 LIMIEALIONS ...ttt e e e e e e e re e e e e e 63
S ©7o] o[ 111 o] o H TP PPPUPTPPPPPPP 65
B REFEIENCES ...ttt 66

A A ] 1= 1[0 1o > R 78






Introduction

Due to the growing practice of implementing artdlantelligence in technical agents and the
consequently growing number of possibilities foojple to interact with them in private and

working environments, robots are increasingly pgréting in a variety of spheres of human
life. This swift progression in the field of robotiechnology has brought a new category of
social interactivity to human society over the pastade. Specifically designed social and
companion robots are created to establish satggfyetationships with their human partners

and are already deployed in various fields of mgsind care taking.

As empathy is a fundamental component of socitdraction, the potential and
capability of robots to display emotional reactidowards humans is a much discussed and
well established topic in a broad range of scientfisciplines, including the new field of
robopsychology. Fundamental premises of reasonhabfean-robot-interaction (HRI) are
conclusively based on robotic physical appearanceb&havior, as recent evidence suggests
that morphologic features in shape, motion andessignificantly contribute to the emotional
perception and acceptance of robotic entitiesl, Stiithropomorphic thinking, the general
tendency of projecting human mental states toi@gifagents, seems to leave room for a high
degree of abstraction in human-like features of-meman beings while still evoking

emotional responses in a human observer.

This work investigates empathy towards robots @ndivided into three parts. The
first part of this work gives a general introduatitm the subject area, such as the concepts of
empathy and anthropomorphism and discusses fundalhm@ocesses of human perception
related to human-robot-interaction. Within thisdhegical overview, this work also addresses
the actual discourse about artificial emotion aplgbt ethics and is presenting recent empiric
findings of empathic reactions in social interaciof humans and robots. As there is only
little systematic research to empathic reactionsushans towards robotic creatures, the major
objective of the empirical part in this work isitwestigate human empathy for robotic agents
as a factor of human-like appearance in roboticpmalogy, both on an affective and a
cognitive level. Furthermore, the study aims taestigate differences in empathic concern for
robots that are related to personal traits andvziddal sociodemographics.






1 Theoretical Background

1.1 Anthropomorphism

“There is a universal tendency among mankind taceme all beings like themselves and to
transfer to every object, those qualities with wahtbey are familiarly acquainted, and of

which they are intimately conscious.” (David Hurt&s7)

The term "anthropomorphism” describes the humawletecy to regard nonhuman
entities as humanlike and thus project general Imuguealities onto them. In a psychological
context, the term is generally used for the tengeaattribute human-like mental capacities
such as feelings, wishes, desires, emotions ard raksoning to other entities or objects.
(Epley, Waytz, & Cacioppo, 2007; Haslam, Bain, Deudee, & Bastian, 2005). As
anthropomorphism can contribute to the respectmdiing of animals and nature, it is also
deployed as a powerful tool for ecological concgi@san, 2013; Root-Bernstein, Douglas,
Smith, Verissimo, 2013). Anthropomorphism also aasssential influence on human moral

and ethical evaluations and supports pro-sociahtieh (Waytz, Cacioppo, & Epley, 2010).

With its long history in research and in the widdlstributed contexts of religion, art
and literature, the concept of anthropomorphism racds a broad range of scientific
approaches, which are also reflected by a myriadexgilanatory models. For a better
understanding, anthropomorphism has to be diffextsat from other related terms, yet they
can still contribute to the understanding of anplarmorphic thinking as a whole. Animism,
for example, is a traditional concept whereby aitsig allocated to the natural world, and is
mainly found in religious contexts. As a part oé thsychological developmental theory of
Jean Paul Piaget (192@nimism signifies a tendency to project feelingmsciousness and
intentions to inanimate objects as a magic waywiking, which is evident in children from
about two to seven years of age. Around seventysyaider Piaget, Nass and Moon (2000)
used the ancient Greek term "ethopoeia” in theectrdf new technologies, to describe the
tendency of people interacting with media and cammguin a social and socially adapted
way. In contrast to anthropomorphism, where thebaittion of humanlike features and states



to inanimate objects can also occur on a conscieusl, the authors are describing the

phenomenon of ethopoeia as an automatic and unoosstechanism.

Probably one of the earliest yet most famous exesngf empirical research into the
phenomenon of anthropomorphism is the experimeitaly of the psychologists Fritz Heider
and Marianne Simmel (1944). The visual materiallaiggad in this study is represented by a
short animation film, showing three geometric foyrtte/o triangles and a circle), that move
around and interact within the boundaries of a déiggguare. According to the participants’
narrations, after having watched the scenariogthphic forms seemingly told a social story
to them. Despite the extreme abstraction of thegintp the presented figures were perceived
as individuals interacting and acting in a motidatatentional and social way. Emphasizing
the importance of taking into account the complexit the topic, Fisher (1991) created an
elaborate theoretical framework with two main categs of anthropomorphism. One is
termed "imaginative anthropomorphism", the othex tinterpretive anthropomorphism". The
latter describes the tendency to infer mental stateother species on the basis of their
behavior and ascribing so called M-predicates (ingrarsonality, etc.) to them. Whilst
stating that anthropomorphism is a historically andially deeply ingrained phenomenon, the
author is also a proponent of making a distinctimiween the act of attributing human
characteristics to different entities and potengitiects for interactions following that on a
behavioral level. This distinction is also suppdrtey Kiesler, Power, Fussell, and Torrey
(2008), who found that people do apply generalsrudé human social interaction when
interacting with robots, although they are awarg¢heffact that they are dealing with artificial

entities.

Critical viewers of the concept of anthropomorphien the other hand see it as an
inadequate remedy for the interaction of humans @athér species or non-living entities,
mostly when there is no clear distinction to consegf animism or religious beliefs. Some
critics are referring to anthropomorphism as inappate in the context of the scientific
community and research (Wynne, 2007). Neverthekbgsyery early hypotheses of David
Hume portraying anthropomorphism as a universal duntendency are subsequently

reflected in current theoretical conceptions ofedént scientific approaches.
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1.1.1 Social mechanisms of anthropomorphism

In an extended study on interdisciplinary oriemtati Caporeal and Hayes (1997) were
hypothesizing that anthropomorphism might presenawomatic process, being represented
by an evolutionary determined interspecies recagnisystem. As an alternative explanation
to these automatic mechanisms Caporeal and Ha983) are proposing that it also might be
a sort of "cognitive default, which always occurdien there is no other reasonable
explanation for the behavior of non-human entiti@siis assumption is also supported by de
Waal (1999), conceptualizing anthropomorphism &sria of heuristic thinking and coining
the term "heuristic anthropomorphism". Urquiza-Haad Kotrschal (2015) suppose that both
automatic (bottom-up) and reflective (top-down)qasses are serving as a potential source of
anthropomorphism. The former is representing dffestand fast responses that have domain-
specific qualities, the latter is representing moognitive mechanisms with domain-general
abilities, like reasoning and inductive concludifigductive reasoning about the mental states
of others can be based upon either categories smaifarities. (Sloutsky & Fisher, 2004, as
cited in Urquiza-Haas & Kotrschal, 2015). Theseas® two main factors in conceptualizing
Human-Robot-Interaction (HRI). On the one handphgsiological resemblance on the basis
of movement, expression and form (similarity) amdtiee other hand the experience-related

assignment to a category of objects, namely rofoategory).

As a kind of reverse anthropomorphism, the sopianomenon of objectifying
subjects and by that dehumanizing them might atsdribute to a comprehensive approach
of anthropomorphic thinking. Denying human quaditi¢o other humans is termed
infrahumanization and mainly appears between deccal-groups and out-groups. Haslam et
al. (2005) are defining "humanness" with two distidimensions: “Human nature” includes
attributes like depth, emotionality and warmth, dmgman uniqueness” describes a culturally
experienced ability for morale and includes conedje rationality, civility and sensibility.
As a possible way to identify psychological meckars underlying anthropomorphism that
are referring to qualities beyond overt factorseliphysical appearance, language, etc.
Zlotowski, Strasser, and Bartneck (2014) deployled toncept of dehumanization as a

reverse phenomenon to anthropomorphism. Followiagj&in et al. (2005), two factors of
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human-likeness (human nature and human uniquewess)operationalized as dimensions of
anthropomorphism and were realized in an interactobot, displaying both cognitive and
emotional traits. The assessment of the particgh@valuation after an interaction with the
robot indicated that emotionality as a main effead a clear influence on anthropomorphism,
but intelligence did not contribute on a signifitdavel. Hence, the authors derived that
anthropomorphism is (at least) a two-dimensionalstmict, but with strong limitations from
the potential of other factors contributing to thBuence of emotionality and intelligence to

the perceived human-likeness.

Also conjectured to be a basis for anthropomorphicking, is inductive inference
based on perceived similarity and knowledge (Ejetesl, 2007). According to this elaborate
theoretical framework, with a high degree of peredisimilarity either in behavior and/or
morphology, people tend to employ egocentric kndgée and rely on quickly assessable
information, when being confronted with varying sigs. If the target seems less similar to
oneself, the process of inductive reasoning abbmibther is guided by stereotypes to a higher
degree. Due to a growth of individual experiencd &nowledge about other beings, the
possibility of using alternative schemata than sr@vn identity increases and the individual
tendency towards anthropomorphism declines as o gtder (Epley et al., 2007). Next to
this factor of "agent knowledge", the authors arggesting two other psychological factors
of anthropomorphism: "effectance motivation” as theed to interact with others in a
meaningful way and reducing uncertainty and "sdgiahotivation" as the need for social
bonding. Motives of effectance as a driving foroe &nthropomorphism have also been
examined by Waytz, Morewedge, Epley, Moneleone;Hiing, and Cacioppo (2010) by
creating a situation of unpredictability within @bots behavior, assuming it to be a strong
trigger of ascribing mental states to objects. i@ease the motivational aspect, the authors
monetarily rewarded correct predictions about thieot's future actions. Anthropomorphic
thinking was assessed by a self-report scale, atray how much the subjects ascribed
consciousness and intentions to the robot. Sigmificdifferences in anthropomorphism
between incentivized and non-incentivized partiotpasupported the hypothesis that efforts
of understanding and obtaining control of a sitwatand regulating a social associate are
significantly influential to anthropomorphic thimg.
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1.1.2 Individual influences

Letheren, Kuhn, Lings, and Pope (2016) have engdlyicexamined individual personal
factors which are influencing anthropomorphic thigg using the "Individual Differences in
Anthropomorphism Questionnaire (IDAQ)" (Waytz et, &010) and psychometric measures
to assess different personal traits. Results shdah&dopenness to experiences, neuroticism
and conscientiousness are personal traits thatsigraficantly correlated with a higher
tendency to anthropomorphic thinking. With refer@ib@ socio-demographic data, people of a
younger age, being single and having a strong atimmeto animals have been identified to
anthropomorphize to a higher degree (Letheren e?@16). Though consenting to the
ubiquitous character of anthropomorphic thinkinghofman kind, Epley et al. (2007) are
pointing out cultural, individual or situationalctars within their complex matrix of potential
determinants for anthropomorphic thinking. Due tarrent trends in care sector,
considerations about situational and dispositiofsaitors such as actual states of felt
loneliness or social disconnection have to be @adrly taken into account within the field of
hospitalization and nursing, and might be usedragxplanation for the growing and also

successful use of robotic partners and therapyasim

1.1.3 Psychobiological and neuroscientific aspects

"Sociality motivation" as a determinant of the theof Epley et al. (2007) coincides also
with findings from functional neuroimaging studig¢bat have focused on identifying
neurobiological correlates of anthropomorphic timgk These findings agree extensively on
brain areas, which are associated with higher m@nt@esses of social cognition, similar to
those displayed in interaction among human bei@g#ien, Kanai, Bahrami, and Rees (2014)
examined the neural foundation of inter-individteidencies in anthropomorphic thinking by
using fMRI, a mentalization task including a rolegpiartner and the IDAQ. Results showed
that an individual tendency for anthropomorphizisgbeing significantly reflected in the
volume of the grey matter of the left TPJ, a biai@a which generally accounts for processes
linked to higher-order functions, e.g. reflectirgpat the mental state of others (Cullen et al.,
2014). When asking subjects to participate in aiabogame that activates brain areas
associated with the theory of mind, Hegel, Krachicler, Wrede, and Sagerer (2008)

identified increased neuronal activation in thigaamwithin higher degrees of human-like
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appearance of the technological interaction partdthough the findings cannot be
generalized due to the small sample size, theyadgermining theories of anthropomorphic
thinking as a process of higher cognitive orderzZe&, Rizzolatti, Wicker, and Keysers
(2007) have shown that people respond to robotiorawith the activation of similar brain
areas that are also responding when observingdialbmovement as an automatic reaction.
This finding also supports the theory of CaporediH&es (1997) that quick responses in an
automatic manner work not only for the same anerofipecies, but also for other moving

entities, when performing target-related motoritcac

Scheele, Schwering, Elison, Spunt, Maier, and étndnn (2015) identified a
neurobiological basis of anthropomorphism by meagupre-test endogenous levels of
oxytocin that turned out to be a significant indicafor individual anthropomorphic
tendencies. When watching graphic stimulus matdseded on the study of Heider and
Simmel (1944), additional administration of intraah oxytocin during the trial further
increased the anthropomorphic attribution bias aigpificantly enhanced the individual
tendency to attribute social meanings to a nonasatimulus. Thus, the existence of the
body's own biological essentials does also proriedendency for the perception of human-

likeness in non-human agents.

1.1.4 Measuring Anthropomorphism

Despite a relatively broad consensus on anthropoimmn being a firmly established human
phenomenon, standardized psychological measureantbropomorphic thinking only exist
in very small numbers, empirical studies and sdienteviews about anthropomorphizing
robots are just as rare. An overview of the few liveplemented actual empiric
measurements of human-robot interaction is provigedartneck, Kulic, and Croft (2009).
The authors are pointing out that researchersdriighd of HRI are generally confronted with
a number of difficulties, such as the differentati of various concepts like
anthropomorphism, animacy, likeability, perceivatelligence, and perceived safety of
robots. Reflecting the complexity of the topicsyesal operationalizations for measuring
these phenomena can be applied - including behapisiological reactions and personal

attitudes, the latter with the greatest risk ofereing biased data. Powers and Kiesler (2006)
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evaluated varying factors of anthropomorphic apgeee in a robotic head as an influence to
peoples mental model of the robot and its givenicadv Although the authors found direct

effects of head shape and voice of the robot omtlceptance by the participants, the validity
and generalizability of the findings are limitedh®t the authors are indicating as a limitation
to the results was the elicitation of individuatalaf the participants as a potential influence
on the findings, as the robot was very outgoingerbal expression and by that might have
merely reached out to persons with an extravertesigmality.

Standardized questionnaires to measure individeiatlencies of anthropomorphic
thinking and perception of robots according tortipéiysical features that are detached from a
distinct robotic creature are very few and far lestn; probably also as a consequence of
numerous difficulties in developing such validatedales. Chin, Ryan, Clark, Ballion,
Dolezal, Shumaker, and Finkelstein (2005) have lopeel an instrument to measure
anthropomorphic reactions in interactions betweemdns and non-human entities. The
"Anthropomorphic Tendencies Scale" contains 20@st@nd includes one scale for acquiring
data in the form of a self-report personal tendefocyanthropomorphism and another scale
for requesting the estimation of how other perdens to anthropomorphize. By that, Chin et
al. (2005) extracted four independent types of mpibmorphic tendencies: "(1) “extreme”
anthropomorphic tendencies, (2) anthropomorphismiatd a god or higher power, (3)
anthropomorphism toward pets, and (4) inappropriat&tion with and anger directed at
various non-human entities. According to the resuld distinction between the
anthropomorphisation of living beings such as patd non-living entities like technical
machines seems highly probable, but further rebeaddressing the influence of social
desirability and actual behavioral tendencies wharacting with living and non-living
entities is certainly indicated. Waytz et al. (2DXted that the actual measurements to
evaluate anthropomorphism are either too voluminousio not address the concept of
anthropomorphism sufficiently. For developing theifindividual differences in
anthropomorphism questionnaire” (IDAQ), the authdrave taken the tendency to
anthropomorphize as a stable individual trait nextfactors of culture, experience or
cognitive styles. As this measurement is part & gtudy conducted in this work, the
guestionnaire is described in paragraph 2.6.2.
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In conclusion, numerous factors of situationalspdsitional, developmental and
cultural aspects contribute to the complexity otegmtial underlying mechanisms of the
phenomenon of anthropomorphism, which challengedirfg sufficient explanations and
consent over the wide array of different scientfields. As Caporeal und Heyes (1997)
illustrate in their conclusive work "Why anthroporphize?" it is impossible to ascertain their
own diverging hypothesis, about if the underlyingamanisms of anthropomorphism are
processes of "cognitive default”, "overlapping seeccoordination system” or "a value-
making activity of obligate social creatures”. e tapplied area of robotic sciences there is an
essential need for further research and a requitefoe approaches to empirically research

human-robot-interaction as a function of anthropghi thinking.

1.2 Robots

Human and atrtificial creatures share a long histogether, reaching back to the Greek and
Hebrew culture, when myths about beings that are-made emerged for the first time. A
very early robot-like construction is said to beeated by Archytas of Tarentum, a
Pythagorean philosopher and mathematician, arow@ B.C.E. The wooden creature
resembled a dove and the motivation for the coostnu was probably to better understand
the essence of the birds' capability to fly (Huffm2012, p. 82). The first machine that was
inspired by human anatomy was built by Leonard&hei in 1495. It represented a kind of
mechanical knight, made of steel and capable atbasvements like sitting and standing
and independently moving its joints (Moran, 200F)om what we know today, the main
reason for impelling the construction of roboticamiaes was - much like today - to serve
humans and help them with their strenuous work. ddre significance of those mechanical
creatures is reflected in the verbal origin of therd “robot”. It originates from the Slavic
word “rabota”, which means “servitude” and was tedaby the Czech author Kar€hpek
(1920/2004). In his novel “Rossum’s Universal Rebdrom 1929 the author already
conceptualized robots as more than solely techm@adhines, and described them as beings

hardly to distinguish from humans.

With further progression in developing robotic miaes, another application field of

the mechanic creatures was found. With the intantm entertain people, several “toy
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automata” were built and became operational in ipudshd private locationsThe idea of
robotic creatures, which are not only working degibut social partners to people, is by this
time an essential element of actual Science-Fickoom that moment on, when robots were
not to be seen as mere functional instruments argjn@ofundamental change of their roles
was taking place. This change increasingly pos#ibrobots in social contexts and as social
partners of human society. Robots are not only dounthe field of labor as co-workers of
humans, but also in explicitly social contexts asmpanions and partners in medical,
therapeutic and individual fields of applicatidtence it seems th#éte human kind gained a
new partner for social and communicative interactias the implementation of artificial
intelligence in social robots is incrementally bewog a part of our everyday social life.
Fundamental issues of emotional aspects in soglalionships between robots and humans
have brought theorists from different areas tostene and gave rise to a new psychological
field, namely Robopsychology. In Austria, a reshaunit of this new scientific field of

psychological research has been established in\dfiB the Ars Electronica Futurelab.

An important issue in the in the novel scientifedd of robotics is the question of an
appropriate classification according to bodily teas of technical agents. Robots with a very
strong humanlike appearance are generally termédrasoids”, whereas those who reflect
human physiognomy in a strong, but still technarad mechanical way are mostly referred to
as “humanoid” (Schlobinski & Siebold, 2008, p.8®e Graaf (2016) even proposes to
establish a new ontological category for socialotspas they can neither be classified as
animate, nor as complete inanimate objects. A rgthactical approach to describe robotic
entities from the perspective of a human interactpartner would be a categorization
according to different mental models of the usergabotic application. Breazeal (2003)
created different categories of robotic entitielystering them as "tools", as "cyborg
extensions", as "avatars" and as "sociable pafttn&ach of these categories represents
varying grades of autonomy that are also reflebtigthe variation of physical overlaps with
the human body. Limb prostheses, for example, wbeldategorized as a cyborg extension
and despite blurring the boarders of robot and myrhave become a widely accepted and
integrated amplification of the human body by n®@xe@zeal, 2003).
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1.2.1 The Uncanny Valley

Robotic physiognomy according to their features ariphology does occur in a very broad
scope of different shapes. It is by now largely enstbod, that enhanced human-likeness of
any technical devices is facilitating acceptanceh®gr users and is evoking increased social
behavior. Amid this general phenomenon, there islistinct manifestation of robotic
phenotypes, where this effect is not only suspenttedl reversed into its opposite. The
Japanese roboticist Masahiro Mori was one of the fo explore the aspect of humanlike
aesthetics in the field of robotics. As an oftetedithesis it is often used to explain irritations
in HRI, which are suspected to occur due to higthrapomorphic appearance of robotic
creatures. Mori's (1970) theory states, that tlaelgof acceptance of humans towards robots
depends on two distinct features of the robotsth&)degree of human-likeness and 2) the
motion of the robot. Generally a robotic machinensre favorable for its users, the higher the
degree of similarity with humans is. However, ttigsve of growing acceptance is drastically
falling off on a distinct point of very high simi#y to humans, just to go back to positive
evaluation, when a maximum of human-likeness istred. Within this delineated zone the
"uncanny valley" is situated. According to Mori @, robotic movement is further
enhancing the emotional effect towards the machipeging moving androids straight into
the uncanny valley.

Despite of being widely spread in the scientificrenunity and having a strong impact
on empirical and theoretical work dealing with robomorphology, the theory of the
Uncanny Valley is also regarded as hypothetic arailcely approved scientifically. During
the last decades, the theory of the uncanny vdilés/undergone some critical reviews and
was partly confirmed and partly disproved. Fang-{2016) at least confirmed one of the
theses of Mori, as the subjects in the study glearéferred robots with a moderate but still
distinguishable degree of human-likeness to thogh wstrong android looks. Regarding
motion though, the results contradicted Mori's tigeas movement increased the acceptance
of the robots among the participants instead ofkeeimg it. When presenting video material
of the robots instead of pictures, movement didhaste a significant influence of the ratings
in likeability and flattened the curve of the unogrvalley, suggesting that movement might

be associated with higher levels of social and jglhaysicceptance (Fang-Wu, 2016). Based on
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the morphologic aspect of Mori's theses, Ferraiadino, and Jetten (2016) found that strong
anthropomorphic appearance evoked most disappes/al was experienced as "threat to
distinctiveness" by the participants. Robots witighh human-likeness were further
experienced to be most threatening for humans. thkery of the uncanny valley was
confirmed insofar, as the impediment in distinctimiween androids and humans generated a

clear discomfort among the participants (Ferraelgt2016).

Researchers around Hiroshi Ishiguro (Bartneck,iK& Kroft, 2009) were able to
position their study on the fine line between d heeman being and a perfect replication of it,
by utilizing android Geminoid HI-1, which is an etaeplication of his developer Ishiguro.
Three levels of human-likeness were realized byoyepg the developer Ishiguro himself, his
android robot and the slightly modified android,réaluce his very human-like appearance.
The participants had a short interaction includangpnversation with all of the three entities;
the interactions were conducted either with movanoerwithout. The collected measures in
according to "likeability" did not confirm Mori'$heory. Although the participants were able
to differentiate between the android and the huntbey reported no differences in the
likeability of both and movement of the entitiesl diso not influence the factor of likeability.
Allocating social partners to varying categoriesisommon part of human interaction, as a
possible explanation for the results the authoes mmesuming that people might apply
different standards for human and non-human agamdsby that the ratings of "likeability"
might not be comparable between the different categ. According to the authors, another
limitation to the findings might be language-rethtéfhe Japanese word Mori used was
throughout translated as "familiarity”, but accoglio Bartneck et al. (2007) the original idea
might have been lost in translation, as maybe alikigy" is a more appropriate term. As the
authors found a positive correlation between tlagplied categories of "familiarity” and
"likeability”, they however plead for regarding Brdpomorphism as a multi-dimensional
construct. MacDorman (2006) also assumed that hdlik@@ppearance might not be the only
factor to explain the acceptance or rejection dWote and implemented scales of "eeriness”
and "familiarness" next to "human-likeness" whdtirlg people rate different robotic entities.
Results showed that with the same level of rataddnilikeness the perception of robots as

being familiar or eery did clearly deviate. Thisding is also reflected by the every-day
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phenomenon of perceiving dolls or stuffed animal$aailiar because of anthropomorphism,

but eery at the same time.

With emphasizing the lack of empirism in Mori‘sncept of the uncanny valley and
bringing up the general obstacles of empiric redear this field, Misselhorn (2009) chose a
more philosophic approach to the topic. Accordingthe author, androids as inanimate
entities might trigger the innate human aversiomangthing reminding humans of their own
mortality. As this does not happen in any and eweay, Misselhorn (2009) additionally
supposes aesthetic features as influential foredgry effect of androids, as they trigger a
classification in human categories, which yet & é&md cannot be related to. The uncanny
valley might therefore represent a kind of bridgéween life and death (Misselhorn, 2009).
Pursuing this approach, this chapter concludes wittonsideration of Sigmund Freud who
within his theory of "negative" aesthetics desdlittee ambivalence between familiarness and
unfamiliarness with the associated uncertainty ssuaice of uncanny feelings (Freud, 1919).

1.2.2 Human Perception of Robots

With increasing embodiment of artificial intelliges questions of robotic design regarding
their anthropomorphic appearance are gaining nagidlimportance. Next to the robot's
outward appearance, behavioral aspects and pdsssbifor interaction, are influencing

factors of the acceptance of social robots andhdges the interaction of robotic and human
partners in a significant way. Following, | woul#d to introduce two prominent theories of
psychological perception processes that are alsteceto social cognition. Due to only

limited empiric data about how people are appreimgndobotic or android entities on an
affective level, the following concepts might cabtrte to the exploration about how technical

entities are perceived by humans by means of pigisical appearance.

1.2.2.1 Gibson, affordance, design

In the context of robotic behavior and interactwith them, the main question is, if humans
perceive actions of non-human beings in a way ammib those of their own species,

respectively other human beings. Technical machasefinctional units usually have a well
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defined purpose and are mostly being perceivednhbir potential users according to their

function.

The perception of objects according to their sigoppossibilities was first described
by the psychologist James Gibson. In the "Affordambeory”, Gibson (1977) described the
connection between objects and their specific chepsesenting action possibilities on one
hand, and on the other hand the action capabibfi¢iseir potential users, which are related to
each other and the shared environment. With thesoretical framework for the use of
autonomous robots, Sahin, Cakmak, Dogar, Uguer, @aktlrk (2007) have extended
Gibson's model by implementing three varying per8pes of potential perception, namely
those of the agent, the environment and the obiseives extension is diversifying some
aspects of HRI. With a recent shift in robotic teslogy by putting robotic agents from a
technical object into the position of an actingjeah affordance theory is mainly applied to
enable robots as agents to ideally interact with dffordances of their environment and
utilizing affordances of their ecology in flexibéand autonomic ways. In HRI, with a human
in the perspective of the agent, robots howeveeititer portray a functional machine or a
potential social partner, mainly depending on thewvard appearance and affordances related
to it. Although theoretical considerations relatec@ffordance theory are frequently applied as
useful concepts in applied science of HRI and riobptstill the multi-facetted term of

affordances is actually "both inspirational andyiaas Sahin et al. (2007) put it.

1222 Action and perception

Models of action and perception describe a systdmcammon coding and shared
representations in the human brain that are aetivavhen both an action is performed by
oneself and when actions of other entities are regbge For the perception of humans and
other mammal species, this mechanism is often ibestr but the possible degree of
abstraction while still perceiving entities or atife in similar ways to humans, is barely
investigated. Some researchers are reporting fleahtiman mirror neuron system is only
activated when being confronted with distinct huntéures representing biological motion,
but not with mechanical or technical entities (T&therfler, Brooks, Sawamato, & Castiello,
2004). Meltzoff and Brooks (2001) do describe pinecess of shared acts to become shared
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minds on the part of developmental psychology, waking in aspects of both innate
equipment and individual experiences to make sesfséluman acts in the children's
environment. The emphasis of the authors on thenige of "being like me" for
understanding bodies and minds of others, woulgatighe idea of a growing understanding
of robotic entities, as the reproduction of biotbgiovement and expression is continuously
progressing in robotic technologies. Although teparted degree of intensity in activation is
varying in actual literature, recent studies in HRI correspond in their findings of robots
being capable of evoking positive responses inhtlimean motor system, just as humans do.
(Oberman, McCleery, Ramachandran, & Pineda, 200ztpg) Franklin, Chaminade, &
Cheng, 2005; Press, Bird, Flach, & Heyes, 2005).

Models of social cognition associated with therorimeuron system, are generally
assuming, that the essential mechanisms for urashelisig others actions through observing
them, is the reception of the motor act as targetntated and not as random or meaningless
(Bouget, Shipley, Capa, & Marshall, 2011). Bisie@ju#ti, Nori, Metta, Fadiga, Sandini and
Pozzo (2014) have examined the influence of varyimogion patterns of human and robotic
hands and the differences in processing motion ithaither object or non-object directed.
Effects of motor contagion became apparent in ahypath conditions (with target and
without), but the effect however was not only méatiaby "objected-directness”, but also by
"kinematic" aspects of robotic movement. Human eciisj only showed effects of resonance
when the moving stimulus ranged within the motgreréoire of the human observers, with a
significant influence of the velocity of the moveméBisio et al., 2014). Therefore, not only
morphology and mobility, but also the resemblan€ebiological structures according to
aspects like pace, seem to be mandatory condifmnactivating motor contagion within
humans. Investigating the effect of specific aspettrobotic motility in peoples’ perception,
Kupferberg, Huber, Helfer, Lenz, Knoll, and Glasa(@012) found a higher effect on the
distinct configuration of a robotic joint than oh averall humanlike appearance. This
supports the significance of the execution of gbésiogical movements for triggering
processes of human motor resonance. Wykowska, aiheNl-Amin, and Mduller (2014)
found that reaction time during a motor task sigatftly depended on a prior visual clue, but
only in the means of a content-related congrueridhe clue. The morphology of the prime

(human or robotic hands) itself had no significafiiect on reaction time. For a better
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generalization of their findings, Wykowska et &20{4) were proposing to further realise
various degrees of similarity of robot morphologynuman morphology. However, creating
systematic variations of the specific features adotic entities along an anthropomorphic
spectrum is still one of the biggest challengesRobopsychology and scientific research in
this field.

Despite clear evidence for the ability of artificcreatures and motion to have a strong
and commensurable impact on human perception, daab beings still seem to elicit
stronger representations in the human brain thafices systems. Still, effects of learning
through augmented contact with technical agent® liavbe considered. According to the
hypothesis of associative learning, that descrites development in matching observed
actions and executions by learning, Press, Bird¢t;land Heyes (2005) found a constant
increase in the compatibility effect of reactingrtotic hands during an ongoing course of
studying the perception of robotic movements. Haveit can be assumed, that intensified
contact and ongoing exposure to robotic beingscga®ses of learning and habitualness will
have an impact on human perception processesthussrather safe to assume that robotic
motion patterns that at the very moment seem uramatand deviating from human
movements, will progressively become comprehensdsléhe human perceptual system.

1.2.3 Social aspects of Human-Robot-Interaction (HRI)

In addition to these systematically measurable mureaponses to robotic action, on a social
level, people do show a clear tendency to relatartificial beings (Nass & Moon, 2000).
Discussing the necessity of specific theories f&l,H<ramer, von der Pitten, and Eimler
(2012) note, that as long as an interaction betvwemmans and robots seems to be sufficiently
social, it follows similar patterns as human-humelationships. Thus, it is considerable, that
human motives of social bonding like the "need &tbbg" and "social exchange and equity"
do also count for relationships between humangalpotts in comparable manners (Kramer et
al., 2012). Although the employment of social rabmt medical or supporting care is highly
discussed, their positive impact on emotional aaHalioral states of patients by bonding
with robotic therapy animals is well documentedrmyv. The robotic seal named "Paro" is

often quoted as a vivid example for the deploynoérat robotic animal to decrease feelings of
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loneliness during geriatric nursing (Robinson, ManBld, Kerse, & Broadbent, 2013). With
a humanlike appearance, the social robot namecardal" is operated by a visually unseen
assistant that communicates through the speaketfseimbody of the robot. The robot was
developed by Hiroshi Ishiguro, a prominent Japadmticist, and was tested on patients with
early stages of Alzheimer’'s disease. As reporteth bf the persons interacted actively with
the robot, communicated with it and stated thaty tlegperienced the interaction with

"Telenoid" as positive and natural. Although youngersons, who got into contact with the
robot, perceived it as quite scary, the phenomeridhe uncanny valley did not show with

the elderly test persons, neither at the beginnimgduring the interaction with "Telenoid"

(Yamazaki, Nishio, Ishiguro, H., Norskov, Ishigurl,, & Balisteri, 2012). Despite the

benefits of therapeutic robots, mostly argumentgdirbited space and interdictions of real
animals, there are also reverse effects cominggahdath the application. When people lack
social relationships and human contact, comparobots might even lead to higher feelings
of loneliness and disappointment than having naas@ncounter at all, due to their still

noticeable deficits in standing in for "real” sd@aperiences.

In conclusion, it can be stated, that the genmtivation for getting in contact with
artificial creatures andhe way the contact is being established, does rumdetain
circumstances not seem to differ fundamentally flmw people interact socially with human
conspecifics. Kramer et al. (2012) were pursuirg destion, whether specific social rules
are applied in contact with unanimated beings dnthere is requirementor a special
theoretical framework for human-robot-interacti@espite existing differences in HHI and
HRI, the authors are convinced, that "now and iturka there will be more similarities

between human-human and human-machine interadchandifferences".

1.2.3.1 Do Robots have Emotions?

The human ability and the tendency to attributdirige and intentions when interacting with
other humans, is mainly facilitated by the genasdumption that all conspecifics do possess
a fundamentally similar psychological architectubetificial emotion does pose a major
challenge for human routines of social interactiNiot only do incremental realizations of

humanlike embodiment blur the clear distinctionwmstn humans and robots, in the field of
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social robotics it has become quite common to imglet emotional components in the

computational mental architecture of a robot.

Nass, Steuer, and Tauber (1994) showed that wkeplg socially interact with
computers, they are attributing human social schertathem, despite the awareness that
inanimate beings do not possess any personaligonsciousness that can be related to in
emotional or social ways. Technical progress iffieigl emotional systems is by definition
prompting questions about emotional relations betweumans and non-humans and about
the "nature" of emotion generally. For a basic aeration of computational emotion and
due to the enormous complexity of the topic, thdofeing thoughts about potential robotic

emotion are limited to basic concepts of psychaalgemotion theory.

With a long history in psychological emotion thgothe James-Lange Theory of
Emotion states, that physical experiences withiea body are regarded as not only an
indispensable requirement for emotion, but candetd with them (James, 1884). Actual
theories that are putting bodily experiences irfte tenter of emotional experiences are
mostly represented by researchers in the areaea$dmatic feedback theory (see e.g. Prinz,
2004). According to theoretical foundations of emiled emotions, emotions are direct
consequences of physical sensations, which doemptire any higher cognitive processing.
Applying these considerations on computational nsdeéemotion, it might be said, that due
to embodiment and corresponding sensory constitutabotic creatures would then be in the
position of at least experiencing basic affectiveogons. The combination of sensorimotor
technology, which enables robots to receive andcge® external physical stimuli and
transferring them into changes of bodily states| #e cognitive structure to identify these
"somatic" changes, do fulfill the qualification ekperiencing emotions on an elementary
level. Emotion as a regulatory process, both onat@nd on individual levels is also an
important consideration in current emotion theqrpsticularly in psychobiological theories
of emotion. On the basis of a hierarchical orgaiomaof emotional processing, basic
emotions as primary processes are described bysBpplkand Watt (2011) to be innate and
hard-wired with distinct neuronal circuits and hawestrong influence on behavioral and
motivational factors by contributing to processéself-regulation and self-protection. This

form of emotional regulation is a well establisha@ctice in social robotics at this time,
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reflecting human regulatory processes through bersalttional experiences. Equipping robots
with an emotional system, which is signaling dandgees subsequently lead to adapted, self-
protective behavior. Ziemke and Lowe (2009) areo atsnphasizing that homeostatic
functions of emotional processing apply equallyhtmman systems and to artificial ones. The
framework for embodied synthetic emotion calls amecprinciples of traditional emotion
theories and defines emotion as "(a) closely camadeto embodied cognition, (b) grounded in
homeostatic bodily regulation, and (c) a powerfubamizational principle - affective
modulation of behavioral and cognitive mechanismshich is useful in both biological
brains and robotic cognitive architectures " (Ziem¥& Lowe, 2009). At the core of their
comprehensive model of an artificial cognitive agmhotional system, is the principle of
homeostasis, realized through a complex and initeetlv combination of affective and
cognitive components. The model also refers tamaiesimulations of emotions, as described

by Damasio (1999) with the term "as-if body loops".

As a representative of a somatic feedback theonybined with findings of modern
neuropsychology, Damasio (1999) describes emotisnphysical states which derive from
bodily reactions to the outer world and stay oruanonscious level. The detection of these
bodily states ("emotions") by distinct brain sturets is then labeled as "feelings”, which
subsequently may become overt to the mind by 'tigeh feeling”. With the distinction
between "emotions”, "feelings” and the concreteeegpce of the latter, namely "core
consciousness”, Damasio (1999) is emphasizing @rsitinificance of high-order cognitions
such as self-awareness and consciousness for expeg the entire spectrum of the
emotional system. Following these considerationseéms conceivable to equip robots with
"emotions” and "feelings”, but with no capability further experiences procession in the
means of Damasio's "feelings of feelings". Althoyglesent research in social robotics is
already working on self-reflective technical agewith introspective abilities, at the time it
doesn’t seem reasonable to assume at this timeykams of Al are capable of experiencing
"qualia”, as this distinct subjective quality of etonal experience is often termed. The
empirical evaluation of quality and structure objgetive emotional experiences does still
present a major challenge also in humans' psyclwabgesearch, depicting a problem
inherent to the scientific investigation of conep¢lated to consciousness or self-identity.

From the perspective of computational affective eliod) the concept of "feeling” is anyways
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a "problematic and ill-defined construct" as Evadhitka (2008) puts it. Hudlicka (2008) has
set up a framework for modeling emotions in a cotaponal architecture with focusing on
emotion generation and emotion effects, both mantgsses within the field of application.
By drawing upon four fundamental constitutive aspeaf emotion (behavioral/expressive,
somatic/physiological, cognitive/interpretive ankperiential/subjective), the author is also
emphasizing on the multi-modal direction of emotamd the importance for effectiveness in
believability of cognitive-affective architecturadudlicka (2008) further emphasizes on the
importance of implementing cognitive-affective atebtures in synthetic agents to enhance

their effectiveness and believability for the users

Research in robotic emotion and implementing italotic technologies has initially
started with a focus on emotional expression. & ldte 1970s, Ekman and Friesen (1978)
identified six basic emotions that are supposebetdistinguishable from each other through
their (facial) expression, building the basis for'lacial Action Coding System". The
premises of the theory of basic emotions that emetihelp to cope with fundamental
challenges of the environment and are an essqrarabf fundamental social interaction, can
also be applied to shape robotic emotional expsasidVith humans, prototype emotional
states or basic emotions, namely "seeking, fege,rlust, care, panic/grief and play can be
evoked by an artificial activation of subcorticatworks of the brain” (Panksepp & Watt,
2011). Furthermore, actual findings in neuroimagsupport the assumption that a distinct
and distinguishable neuronal pattern can be idedtifor each basic emotion (Vytal &
Hamann, 2010). Regarding the functional structurea diuman brain as an analogy to a
computational system, basically any neural striecttan be reproduced on a computational
level. Regarding robotic emotions as merely tedrsemulations of emotion, there is clear
substance to the idea of implementing basic emstionrobotic beings - at least on an
expressional level. Already twenty years ago, CgnBreazeal (1998), then researching in
the "MIT Atrtificial Intelligence Lab" in Massachuge, has implemented emotional
expression in a robot named "Kismet". This earlg &g now very prominent example of a
sociable robot, was designed with the ability opressing six basic emotions and was
equipped with visual, sensual and proprioceptivessey inputs to perform social interactions
with humans in an emotional context. In coursehaf tapid development in computational

emotion, by now formal concepts of artificial entpatare evolving, including complex
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fundamental parts of human empathy, such as thenatien between self and other and
cognitive functions like perspective-taking (Asaé@l5; Damiano, Dumouchel, & Lehmann,
2015).

Still, what Breazeal and Brooks (2005) have painbeit more than ten years ago
remains relevant up to this day. The robotic redeas in the MIT media lab stated that, they
see no realistic option of implementing an appieriemotional structure in artificial
intelligence, as long as there is no deep insigtd the nature of human emotion. Still,
possible ethic aspects of generating computatiomalels of emotion in artificial beings are
an important topic in robot psychology. Nitsch &app (2014) address the question, if it is
justifiable at all, to equip creatures with an elmodl structure, as this ability per se also
includes aversive and negative experiences. A aeleguestion therefore is not only if robots

do haveemotions, but if robots, after aleedemotions.

1.2.3.2 Do Robots need emotions?

Emotional expression of robots for their futureatnship with humans and social
integration is, without question, of high importandnterestingly, emotional attributions to
robots from a human perspective occur even on nahiemotional clues of robotic

expression. Accordingly, Adolphs (2005) is fundataéiy questioning the necessity of
equipping robots with a personal emotional strigtuvhen it might be sufficient to make
them act with humans in a way that make believat they actualljhave emotions. Social

robots as described by Breazeal & Brooks (2005 #me mainly constituted in a way that
allows them to categorize emotional situationsocia interactions with humans, followed by

emotional expression and also an appropriate betaveaction.

A rather functional, pragmatic position in the stien of a demand for robotic
emotion is also represented by Rosalind Picard,dinector of the Affective Computing
Research Group at the MIT. For Picard (2003) thedlred equipping robots with an emotional
structure lies mainly in the purport of organizidl as little as possible frustrating for the
user. Next to the ability of recognizing human e, this aim can be realized most likely
by abilities like attention shifting, decision-magi processes and intelligent and flexible
acting and reacting. Although all of these capaeédi are strongly linked to the human
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understanding of emotion, Picard (2003) would ssppot to use the term “"emotion” in a
robotic context, for these abilities are merelydiional standards for a more pleasant usage of
robotic agents.

Apart from the important and ongoing discourseualtbe necessity and functionality
of robotic emotions, research and findings in tlegyvnew scientific field of "artificial
emotions" do not only improve the interaction o€iabrobots with their human partners but
might also contribute to the research of human mmptas representants of artificial

psychology are delineating (see e.g. Wang, Xiu,u&2016)

1.3 Empathy

"Empathy is often defined as understanding angikeson’s experience by imagining oneself
in that other person’s situation: One understahdsother person’s experience as if it were
being experienced by the self, but without the aetlially experiencing it. A distinction is
maintained between self and other." (Hodges & My2097, p.296)

1.3.1 Simulation Theory and Theory Theory

Over the last decades, a large number of termimedo@mpirical approaches and theoretic
definitions for the concept of empathy have beened in the scientific fields of psychology,
philosophy, neuroscience and others, recently algpported by new technologies of
neuroimaging. Although there is no definition opknation of complete consistency, there
seems to be broad consensus of a bi-directionahtation with cognitive and affective
components. Regarding theoretical concepts of dmgpatrange from concepts of emotional
contagion to highly cognitive activities such asntadéizing can be found. At the core of the
general ability of reading others mind with a losgentific tradition there are "Simulation
Theory" and "Theory Theory". Both theories descthee ability to gain insights into the inner
mental states (desires, beliefs, etc.) of otheus,are widely being regarded as opposing
concepts. Simulation Theory says that one repregbatmental activities of others by mental
simulation, for example by generating similar ati and processes in oneself (Cruz &
Gordon, 2002). According to Shanton and Goldmanl@20 experiences in form of

representations of mental states are written inperaons' individual mental structure from
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the early childhood on and are constantly usednwhteracting with other people or when
observing social situations. Simulation Theory eréefore describing the capability of
inferring mapping premises and associated infeeéether people to own premises and
inferences, supporting the ability to understandiadocourses of action. Although Theory
Theory is also assuming that the premises for wtaieding others do onset in early
childhood, it is adopting a more abstract approatthow people make sense of social
situations and manage to appraise the minds ofotAeldressing the developmental aspect,
it is often assumed, that children do develop tbeoal concepts about the mental states and
intentions of others, which are further developed aefined through experience and
observation of the social environment. This proceds also linked to the concept of the
"Theory of Mind" and is often described in analdgya scientific process, similar to empiric-
based theories that are utilized towards other lpeapd their minds (Gopnik & Meltzoff,
1997; Gopnik & Wellman, 1994). With an ongoing deba the scientific community for
decades, however, there is still no consensus @diogpto these fundamental concepts about
why and how people understand the mental statethefs.

1.3.2 Mirror neurons and neuroscience

With the discovery of the mirror neurons by GiacoRiazolatti in the late 1980s, Simulation
Theory has experienced an upturn by findings onbiee of neuroscience. Being activated
not only when performing an action but also whesemsbing one and by that providing a
simulation of other people's actions, mirror negrane considered as neuronal base for the
ability of action understanding (Rizzolatti & Cragyo, 2004). It is furthermore assumed that
this kind of "mirroring” or simulation, as descrtbé action-perception-models, is not only
an explanation for the process of understandingprastand intentions. Also in affective
contexts, similar neuronal structures are activatdmbth, when observing or imaging an
emotional relevant situation of another person &hdn actually experiencing an emotional
state by oneself. Gallese, Keysers, and Rizzola@04) describe this phenomenon in the
context of social situations as internal repredenia that are creating an "as if" emotional
state in the brain of the observer. Thus, the fonabf mirror neurons is probably making a
substantial contribution to the affective componeinempathy, as their "...activity seems to
be nature’s way of getting the observer into th@esamental shoes’ as the target — exactly
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what the conjectured simulation heuristic aims ¢ @Gallese & Goldman, 1998). These
representations and their associated somatic atodhatic reactions are assumed to play an
important role as potential precursors to empdngston and De Waal (2002) are referring to
it as the proximate basis of empathy. Relating tecmanisms of action and perception,
Preston (2007) has developed the "perception-actiotiel for empathy” (PAM). Pursuant to
classic theories of motor contagion, this modelasceptualizing shared representations as a
core function to the ability of experiencing similéeelings to those of others. These
representations are, likewise to the theory of matéerence, automatic and connected to
somatic responses but can only be congruent tortairtedegree, depending on factors
inherent to object and target. With a rather com@nsive approach, the model understands
empathy as a process, which contains proximal dmtate components and affective and
cognitive routes and includes also non-human om eabstract entities, like e.g. the
environment. In contrast to other theories, whée distinction of experiences of self and
other presents a fundamental part of empathy, #hrg2007) does not insist on a distinction
between projection and empathic reactions. As shaepresentations within empathic
processes are inevitably anchored in the subjec®rfeston (2007), the extent of overlap and

therefore the experienced empathy is a variabtnolarity, familiarity and past experience.

Based on neuroscientific research, Singer (200&grly distinguishes between the
ability of understanding others cognitive statesimderstanding and sharing others emotional
states and labels these abilities "empathizing" 'andntalizing”. Regarding the functional
mechanisms, mentalizing includes only non-affecthental states, empathizing on the other
hand refers to the idea of understanding emotioshaying affective states of others through
own bodily experiences and is therefore assocaidtthe concept of mirror neurons. Still,
according to Singer (2006), empathizing containgide range from those rather automatic
processes to higher cognitive abilities, like ggrspective taking. Although in functional
brain imaging the neuronal circuits of both empatly and mentalizing are reflected as
distinct and determinable neuronal circuits, they @&so intertwined and interacting (Singer,
2006). This inclusive view clearly contributes taltrlevel construct of empathy, frequently

demanded in recent literature.
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Albeit the popularity of the concept of mirror mens and their widely spread
publicity in the scientific community, the accentioa on their influence on empathy also
raises critical voices. With a comprehensive anslgé the actual scientific findings, Lamm
andMajdandzé (2014) are prompting to not overestimate the ficamce of mirror neurons
as a substantial or even an exclusive source oatdmmpNext to somatosensoric and motor
mechanisms with related automatic processes, Lanthivejdandz (2014) are pointing out
the crucial role, that higher cognitive processas also play as a path to "affective” empathic
reactions. Critically questioning the role of shltareeural activations, the authors are
underlining the relevance of mechanisms such aghbery of mind or mentalizing as a
source of empathy, especially in the context otrabsimagination in absence of a real-life
situation. For another critical view of mirror neas as an exclusive explanatory model of

social cognition or empathy also see Jakob & Jeadn@005).

Reconsidering the division of empathy into cogmitiand affective components,
Lamm and Majdandzi (2014) propose to use the term "cognitive perspedbking” for
understanding cognitive mental states in differetecaunderstanding or sharing affective
states of others. As the latter would be linketh® concept of empathy as understanding and
sharing affects, it becomes quite apparent, treetls only limited consensus about empathy-

related denotations and terminology in presemnditee.

1.3.3 Mentalizing, mind-reading, empathizing

Terms to describe the phenomenon of understandidgsharing the affects of others, like
perspective taking, mentalizing or mind-readings aften used with no broad consent in

current literature.

Referring to the Simulation Theory, Shanton andd®an (2010) use the term "mind
reading"” for the ability of assigning mental statesa target and propose two distinguished
mechanisms according to their depth in processitayv level mind reading” is described as
an automatic and implicit process that is often eatn accessible for consciousness and
refersprimarily to very simple movement patterns or basnotions. In contrast, "high level
mind reading" does refer less to one's own reptagens and more to the application of

more elaboratethformation and imagination (Shanton & Goldman, @0This concept does
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reflect the dichotomy of the consensus divisioneaipathy into cognitive and affective
aspects, on which there seems to be a broad casserihin the scientific community and
present literature by now. Coevally, a distinctreggtion is anyhow controversially discussed
and there is growing consensus about the importahe@ integrative view of affective and
cognitive components of empathy, as already empbddiy Davis (1983) decades ago The
actual approach of the scientific community conceptualize empathy as a complex and
multilevel-construct is probably best reflected @omprehensive empathy models that
embrace findings from psychology, philosophy androscience. Taking into account this
complexity, Decety and Jackson (2004) have develapegunctional model of empathy,
which describes the complex combination of varidistinct and parallel processes with
levels of lower and higher cognitive order. Accoglito this model, inhibitory processes are
serving as attenuation factors for the self-pespe@nd thereby facilitating to also take the
perspective of the other person involved. This fimmcof "mental flexibility’ is paving the
way for higher cognitive processes, as effortfud aontrolled components of empathy. In the
context of simulation processes, represented byn@atic and non controllable mechanisms,
two other important components of this model arad#on regulation” and "self-awareness".
These abilities serve as a prominent function iaigimg an undesirable merge of self and
other, which is crucial for the avoidance of aweesexperiences in the observer and do play a

fundamental role in the following sub-domain of exttyy.

1.3.4 Empathy for pain

Empathic responses resulting specifically in thetext of painful situations of other people
are generally termed as "empathy for pain". Reoeniroimaging studies have shown that
experiencing pain (self-pain) and observing paithn€opain) leads to activation in similar
brain networksThese common neural circuits and shared repregamathile observing a
painful situation of another person, without haviegeived any dolorous stimulus oneself,
have widely been considered as neuronal correlafeempathy for pain (Decety &
Sommerville, 2003; Jackson, Meltzoff, & Decety, BR0Combining neurobiological findings
with more abstract ideas of psychological proceseesa homogenous framework does
however present a challenge transdisciplinary rekeas are constantly facing. In the context
of having examined the implication of shared adtores in empathy, Lamm, Bukowski, and
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Silani (2016) are referring to those fundamentaloepts pointedly as "language of the brain®
and "language of the mind". The veracity of equathme activation of overlapping brain areas
in self-pain and other-pain with shared represematwas examined by Rultgen, Seidel,
Silani, Riecansky, Hummer, Windischberger, et 2016). By combining two methods of
self-report-data and neurofunctional imaging, tbthars compensated for the problem that is
inherent in the system when using only one empiricathod to apprehend complex
psychological processes. Investigating aspectslbfiad other in empathy for pain, first hand
pain experience was realized through electricahdtition, pain of others by letting the
participants observe other participants being esgpds the same painful stimulus. During the
trials, placebo analgesia gel was used to redUtpae experience and by that exploring the
influence of reduced first hand pain experiencehlmnparticipants' empathy for pain. While
considering to be under the influence of analgetia, self-reported scores of empathy
decreased and the fMRI measures showed a sigrtifiednction of activation in the brain
areas connected to empathy for pain. Interestititgdydecrease in self-reported empathy did
show on both affective and cognitive levels. Inemad experiment the authors used an
opioid antagonist to annihilate the effect of thignal analgesia placebo condition, which set
the self-experienced pain and also the pain empadbi to initial valuation. Taken together,
these findings suggest that neural activationsraptesentations of first-hand experiences of
pain and pain empathy in both cognitive and affectomponents for the pain of others do

have a clear correspondence (Rutgen et al, 2015).

Still, it has to be noted, that even though thi#vaton of brain areas in self-pain and
other pain coincide to a significant degree, thevated patterns are not fully congruent.
Painful experiences in an individual do includegeptual-sensory and emotional-affective
components, summarized under the term "pain matiAs' several neuroimaging studies
report, observing pain of others does however oottt upon the complete spectrum of the
pain matrix. Activation in the somatosensory and sensorimotor cortex is specific to the
very own experience of pain and does not show wdleserving or actively taking the
perspective of a pain-affected other person, wisdictivating brain areas that are related to
higher cognitive processes, such as the right teoaparietal junction. The increased degree
of somatosensory activation might serve as a drd@énction between self and other, since

self-perceived pain can by no means be the paimnother person (Singer, Seymour,
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O'Doherty, Kaube, Doland, & Frith, 2004). AccordittgDecety and Lamm (2006) empathy
seems to be a dynamic interplay of forces betwe&mmnaatic processes that are the foundation
for the ability to share emotions with another pergottom-up) and the ability of controlling
those affective reactions by cognitive regulatioechanisms (top-down). When being
confronted with a painful situation of another mersand the activation of negative shared
emotional representations is not regulated by pyttocus on the self-perspective, personal
distress is likely to occur (Lamm, Batson, & De¢e2907; Decety & Lamm, 2009). Self-
other-distinction thus provides an important cdnmition for the individual to preserve
empathic feelings and not letting the experienaa fato a painful of its own (Jackson,
Brunet, Meltzoff, Decety, 2006-urthermore, potential incapacities in overcominggonal
egocentricity may involve danger of shifting empatieactions towards feelings of distress,

as Lamm, Bukowski, and Silani (2016) are emphagizin

1.3.5 Social aspects of empathy

In the present literature, there is widespread @osiss that the emotional impact of rejection,
social exclusion, or the loss of a close relatignsine comparable to experiences of physical
pain. On a neurobiological level, recent findingdicate an activation of congruent neural
mechanisms, both for physical and for social p&rmsd€nberger, Lieberman, & Williams,
2003; Macdonald & Leary, 2005). Analog to experiaggohysical pain, in social emotions
the distinction of self-perspective and other-pectipe also decide on empathic concern or
personal distress (Ruby & Decety, 2004). To inclule complete spectrum of potential
sources of empathy, in the present study, the daotiens with the robotic partners were
realized, both on a physical and on a social level.

Subsumed under the concept of perceived similafégtors of common identities,
attitudes, behaviors and social categories are @$sumed to be another contributing aspect
to empathy and prosocial behavior (Krebs, 1975)cigbopsychology does explain the
influence of social categorization and the phenamenf segmentation between an in-group
and an out-group as a moderating factor for empatiy also for associated motivational
factors (Dovidio, Johnson, Gaertner, Pearson, SagWshburn-Nardo, 2010). Annoting the

lack of empiric evidence for the similarity-hyposie of empathy, Batson, Lishner, Cook, and
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Sawyer (2005) conducted an experimental study émtity the role of similarity, which
however did not display a direct influence of samily on empathy. In contrast to the widely
fielded hypothesis of a general effect of similamin empathy, the authors were therefore
assuming a more indirect or moderating relationdbgpween similarity and empathy. A
significant correlation between an empathic tengiewdh objects quite dissimilar to the
participants (e.g. puppies) lead Batson et al. $2@0 the assumption that "nurturing” as a
general human tendency to protect, might possiblytrioute to empathic reactions. This
hypothesis also punctuates considerations aboultiamate base for human empathy (Preston
& de Waal, 2002) and contributes to current issnesocial robotics about the morphologic
design of companion robots and how it influenceseptance and the interaction with their
users. Especially in social or learning contextsldiike robotic appearance, which does not
necessarily resemble human nature, is widely falarel does generally show a higher grade

of acceptance among their human partners.

1.4 Empathy with robots

Interactive robotic toys as vivid examples of 'ffictal empathy” (Fuchs, 2014) or "direct
empathy" (Tisseron, Tordo, & Baddoura, 2015) haveadition of more than thirty years in
human society. Furthermore, people giving namédstsehold appliances or cars, are clearly
indicating that the phenomenon of integrating namban entities into everyday social life
exists. But not only in a close, private contex{paople show signs of emotional relationships
with robotic machines. This phenomenon is widelyeagd over different social contexts, even
in rough social environments like the military seevthat growingly deploys robotic agents.
Reports and research of incidences of soldiersngeéimotionally attached to their robotic
war comrade are increasing (see e.g. Carpente6) 20l have also gained great importance
in military strategies. The story of an U.S. mitjtaobot, which was developed to detect land
mines, is a prominent example of this phenomenohneMthe robotic machine got seriously
damaged during a trial, the colonel in duty ordet@d&top because he could not stand the
tragedy of the scenery and rated the whole proesssnhumane (Taylor, 2012, p.xii).
Notably, also robots with a very high degree ofhespomorphic abstraction can become
targets of emotional concerns, as the reactiotise@rash of a space probe of the "European
Space Agency" recently showed. When the orbiterséga”, which has neither limbs, nor
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any face-like features, crashed and got stuck ororaet in 2016, media was full of
emotionally charged reports and prevalently thees wven talk of the death of the space
probe (BBC, 2016).

Even though these incidents from everyday lifeagpan favor of a clear human
tendency to anthropomorphize, empiric evidence rapathic reactions toward robots or
androids are still scarce. With a prominent stuadg a rather early empiric experiment in the
field of human-Al-interaction Nass, Steuer, and Beu(1994) showed that people have a
tendency to treat computers politely and do applyiad rules on the interaction with them.
Although the users stated, that they are well awétée fact that computers do not possess
any kind of personality whatsoever, their interactimplied several distinct features of
socially adapted interaction amongst humans. Furtbee, when the computer underlined its
autonomous identity by denoting itself as "I", reghdegrees of likeability were reported.
Reeves and Nass (1996) labeled this phenomenommadid equation”, confirming that

people tend to treat computers as social actors.

A theoretical framework for potential targets afgathy including entities from real to
fictional or virtual entities was modeled by Fugt2914), labeling the different forms of
empathy as "intercorporeal empathy”, "extended d¢mypaand “fictional empathy".
"Intercorporeal empathy" corresponds with genemhcepts of empathy, linked to the
influence of embodiment and shared representatiams,as the author puts it, an
“interaffectivity”, including a bodily-affective eomunication. "Extended empathy"
resembles cognitive concepts of empathy, with foonsthe imaginative and the as-if-
character of this cognitive operation. "Fictionahgathy" is found to the least extent in the
current literature. By blurring the border betweeality and virtuality, this idea is presenting
a kind of connection between the other two formsenfpathy and relates to non-living
creatures, whose either physical features and mewenor their comprehensible/intentional
behavior are capable of evoking empathic react{ashs, 2014). This latter conception of
empathy might well be applied to robotic creatuessthey represent border crossers between
inanimate, technical and biological entities. Imizast to a simple technical machine, a robot

is capable of moving independently and due to thgnitive architecture of robotic agents,
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they are also capable of acting in an intentioray wvhich is often regarded as fundamental

part of understanding others.

In their theoreticalmodel of empathy with robots Tisseron et al. (2041%®) taking in
the aspect of identifying with artificial agents an physical level, according to the
phenomenon generally known as "body ownership'tadmtrast to "auto-empathy", which is
exclusively referring to the own self, being re@m@ed by an avatar, a robot as an embodied
avatar might become a projecting surface for suibestates and feelings of the user, guided
by the reactions and behavior of the robot, simitaa relationship when parenting. Being
related to, but still distinct from the self, a otic avatar can thus become a target of "direct
empathy”, as described by Tisseron et al. (201b}jhé field of application in e.g. the care
sector, this kind of projection can especially supphe acceptance of robots as caregivers, as
robotic agents might trigger feelings of belongtogown experiences and does not display
endangerment. As the third and fourth form of empatith robots, Tisseron et al. (2015)
define "reciprocal empathy" and "intersubjectivepathy”. These forms of empathy are of
particular interest to the present work, as ematfiexpressions of robots can lead to ascribing
own emotions to them and even evoke the assumttairrobots might be capable of taking
the perspective of an interaction partner (Tisseftoal., 2015).

1.4.1 The role of embodiment

Cynthia Breazeal, a pioneer in sociable robotikeady pointed out more than ten years ago,
that due to their embodiment, robots are capabljeutiing a physical impact to their human
partners and do also influence interactions widmntl{Breazeal, 2002). As new generations of
computer games are increasingly using embodiedaesjathis offers a new research
opportunity in the field of HRI. When performinguaer study with "SenToy", an interactive
control device, Ho0k (2008) observed, that watchihmg avatar on the screen resembling the
emotional input given by the players through "SeyiTded to a reciprocal emotional
influence of the human and the robotic agent. H(#08) labeled this effect as "affective
loop", which is representing the base of an emlubdifective system. According to the
author, affective experiences of a fictional otban turn into personal and "real" experiences

of the human interactor by means of identificatibiishio, Koichi, Hidenobu, and Ishiguro
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(2013) were monitoring an effect of human emotiegulation through having a conversation
with a teleoperated android that was capable gflalygng different facial expressions. With
observations similar to the "affective loop"”, Nisheét al. (2013) described the process as
"body ownership transfer". The found effect occdrte a higher degree when the android
was actively controlled by the participants, thamew the participants were communicating
passively, without any personal interaction witk #indroid. The psychological phenomenon
of "body ownership"” or "body transfer illusion"fi®quently described in the literature by the
“rubber hand illusion” and is successfully appliedthin clinical psychology and
psychotherapeutic treatment. In the area of ap@mednce, the phenomenon of taking the
perspective of a virtual character or incorporatmgembodied avatar can be of great help for
patients to improve and correct the perceptionhefrtown bodies, especially with persons
being affected by conditions of body image distudzss.

Embodiment and the specific characteristic of biedyures do significantly contribute
to the attribution of mental states to inanimateerdg. Krach, Hegel, Wrede, Sagerer,
Binkofski, and Kircher (2008) let people believepiay social games with Al with different
manifestations of embodied human-likeness. Althoubk participants were actually
interacting with solely human partners, the periogpof their social partners according to
their alleged feelings, intentions, etc. was sigaritly varying according to the degree of
human-like appearance. Vaes, Meconi, Sessa, anch@iski (2016) have pursued the
gripping question of how far the degree of absipactvithin the bodily features of a robotic
body can go while still generating anthropomorplicnking and evoking emotional
reactions. By using vegetables, which have no dhgyabf movement and are nowhere
humanlike shaped per-se, any kind of goal-diredietavior and any form of mirroring
effects were foreclosed a-priori. A relationshigvesen the participants and the vegetables
was only established by giving the latter a humame or a trait-describing adjective.
Observing the vegetables in painful and non-paisitiations, EEG results showed that
naming the vegetables was a sufficient clue of humaas to evoke empathic reactions within
the participants. Results however were only sigaiit with participants who were prior
identified as "high humanizers" (measured withraplicit association test) and persons with
high scores in self-perceived empathy. Furthermarthin the last time course of the EEG

measure, an activation of brain areas was fourad,ate linked to higher cognitive processes
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and also to cognitive forms of empathy. These tesuggest that empathic reactions toward
non-human entities, even at a very high degredstiaction, are possible and may moreover
also include a non-automatic component. Suzukili,Glekda, Itakura, and Kitazaki (2015) let

people observe painful situations of human as alfobotic hands. The EEG measures of
the participants showed an activation of the RBpmmnent for both human and robotic hands,
but while the observation of human hands alreadiged a significant neural reaction in the
chronologically early phase (ascending phase), ciinagion watching the robot hand only

took place in the later (descending) phase of theSihce the P3 wave is linked to top-down
processing of empathic reactions according to Suziudll. (2015), the observed effect might

display an obstacle in human perspective-takingookhuman entities to a full extent.

Kate Darling, a research specialist at the MIT Medab, states that there is a high
tendency for human beings to project human feattoeson-human creatures and thereby
identifying with them, as people nowadays are isétn primed by science fiction and
everyday culture regarding robots as potentialadquartnersDarling moreover is convinced
that the human brain is biologically hardwired fmject intent onto any movement in our
physical space that seems autonomous to us" (Qa#éil7). Following this statement, it can
be assumed that through increasing affinity witffedent kinds of robotic beings in the
future, social proximity will in all probability fdher alter the relationships of humans and

robots and will lead to presumably stronger effattisumans relating to robots.

1.4.2 Intentional mistreatment of robots

A video clip of a doglike robot that was vigorougigked by a human and still trying to make
his way by moving along became viral on social raextily recently. Despite the fact, that the
"mistreatment” was carried out by one of its depels to test the motion capabilities of the
highly evolved robotic dog, people all over the ldagot emotionally upset about this scene.
After numerous complaints to PETA, the animalshtsgorganization finally had to issue a
statement about the incident. Although the grougedhothat there is an uneasy feeling about
the pictures, they also clarified that no actuaheh abuse was taking place (CNN, 2015).
Similar resentful reactions also occurred with @wa in which a humanlike robot was kicked

and abused by its developer as a part of a furalitgriest. Anthropomorphic appearance but
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also the perceived viciousness and intentionalityhe enacted mistreatment seem to be

crucial factors for an empathic reaction of thenges.

Creating stimulus material to empirically evaluateotional reactions to robots with
systematically controlled levels of humanlike featliis a general problem of psychological
research in the field of robotics, resulting inyféw empiric studies about robot abuse.
Confounding variables of morphology, movement, sheer behavior may always have an
uncontrollable impact on the results. Despite thekHiculties, Riek, Rabinowitch,
Chakrabarti, and Robinson (2009) conducted a stodgvaluate the direct influence of
human-likeness on the potential of evoking empafbalings in humans. By using four
different robots with increasing anthropomorphip@grances and exposing them to neutral or
abusive treatment, the authors found a significamtelation of the participants’ empathic
reactions with the particular grade of human-lilkemeAddressing methodical aspects, it
should however be noted, that the empathic reaetas only captured by a single question,
which might not meet the requirements of empathg asultidimensional concept to the full
effect. Ward, Olsen, and Wegner (2013) examinedinflaence of intentionally harming
different entities (a vegetative patient, a robatl @ dead person) which are generally
perceived as having no consciousness. Resultsatedidhat a distinct intention to harm an
inanimate object leads to perceiving it as a vied being, which significantly increases
mind attribution to the subject. Hoenen, Libke, @&wlse (2016) showed that negative
behavior and intentionally aggressive treatmentato& non-living entities elicit strong
automatic reactions, represented by an activatibrihe human mirror neuron system.
Mediated by an explicit malicious social interanti@ven a functional machine like a vacuum
cleaning robot was perceived by the noninvolved alnskrving participants as a victimized

social entity followed by empathic concern.

The probably most noteworthy study about mistrgpti robot was the replication of
the famous Milgram Experiment, conducted by Baitnaad Hu (2008), with the only
difference of a robot being tormented instead diuenan partner. Although all participants
administered the maximum amount of electricityhe tobot, it was evident, that it triggered
stress and feelings of discomfort within the sutsie@¥vVhen the robot expressed verbal and

physical signs of suffering during the trials, tharticipants displayed obvious feelings of
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compassion with the robot. As limitation for thesuts however, Bartneck and Hu (2008)
indicated a potential ceiling effect by not prowidithe possibility of stronger electric shocks,
which would probably have lead to an even highgree of abusiveness. As an additional
limitation it has to be pointed out, that all oktparticipants were students or employees of a
technical university. This regular exposition arftiliation to technical agents might have
altered the findings by means of either a strommganeaker effect on the conducted abusive
behavior. In a second experiment, adding the inftee of anthropomorphic thinking,
Bartneck and Hu (2008) tested the potential infbgeof the robot's intelligence by instructing
the participants to destroy the robot with a hamafeer having socially interacted with it.
Results showed that the aversion to kill the mazhivas significantly correlated to the
perceived intelligence of the robot. Limitations fine experiment were addressed by the
authors as the obvious low cost of the robot, lfias tmight evoke less qualms to destroy it,
compared to a more elaborated creature. Less bgsacpl level of destruction, but more on a
psychological challenge to "kill" a robot, Bartnegtan der Hoek, Mubin and Mahmud (2007)
examined the influence of intelligence and addegté@ableness” as a social factor to the
perceived animacy of a robotic machine. After hgyitayed a cooperative game with it, the
participants were prompted to switch the robot wffjch it disapproved strongly and begged
for further enduring. Despite the fact that alltp@pants decided to shut the robot down, there
were differences in the time span to do so, remgddi significant influence of the intelligence

of the robot and the reported sympathy for it.

A rare systematic evaluation of emotional reactitmthe mistreatment of robots has
been implemented by Rosenthal-von der Pitten, Krakmeffmann, Sobieraj, and Eimler
(2014) by using a standardized measure for poséna negative effect (PANAS), psycho-
physiologic responses and self-reported data. Adtgrersonal interaction with a robotic
dinosaur, the participants were witnessing the reasinent of the zoomorphic robot.
Interaction with the robot induced significantlygher scores in both physiological arousal
(electrodermal activity) and in self-reported erapél measures, than only watching the robot
passively. However, the authors acknowledged #ata dinosaur is not part of the actual
human environment, it might display an unclear stua according to the concept of human
similarity or familiarity. Furthermore, it shall beoted that factors of cuteness and schemata

of childlike characteristics which are mostly indet in pet toys, might also be an influence to
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the found effects and might significantly influentee found effects in the emotional
reactions. However, the application of animals ragqbypes for behavioral and physiological
components in robotic design is frequently impletadras it seems to enhance the likeability

of robotic partners.

1.4.3 Robot Ethics

As the empiric studies presented in this work amdherous other occurrences indicate,
mistreatment of robotic creatures emotionally congeeople. Accordingly, social intercourse
with non-animate creatures is inevitably invokirsgues of ethical and moral issues and is

therefore calling for a critical consideration.

Human values of ethical concern are mainly linkedthe projection of human
characteristics in terms of mental states, feelangs$ experiences to a reference subject, be it
another human being, a plant, an animal or an imat& object. In a large survey, Gray, Gray,
and Wegener (2007) asked over 2000 participantasgign eighteen different factors of
mental capacities to different entities, e.g. a aojan animal, a dead person, God and a
sociable robot. The authors statistically then idiexl two distinct factors of mind perception,
which the authors termed as "agency" (self-conteahotion recognition, thought) and as
"experience" (hunger, fear, desire, personalitydgyretc.). While babies and animals were
evaluated as beings with high "experience" and 'lagency", the participants rated other
adults and themselves as beings with high scorbetim agency and experience. Remarkable
for this present work, is the finding that accoglin the respondent's estimations, a robot has
no experience at all, but an average degree ofcggeignificantly more than a baby or a

chimpanzee and about the same as a young girl.

It seems that people show clear tendencies ofbasgrmental states and emotional
experiences to robotic entities and as a consequegtbic aspects concerning creatures
outside the human and animal world are of increpgmportance. In 2006, the European
Robotics Research Network (EURON) has releasetRbboethics Roadmap Book" (Euron,
2006). This profound document includes nuancecdhdiefins of robots as a new species with
bodies and minds, and embraces various ethic dioves1 a multitude of potential fields of

robotic usage. The application moral standards wnretity is above all a question of
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ascribing mental processes, such as self-knowleaffegtive states and autonomy to it. In
this respect, the EURON has formed different caiegp based on opinions of society,
technicians and researchers: "Robots are nothirtg nfiachines”, "Robots have ethical
dimensions”, "Robots as moral agents" and "Robets)ution of a new species". These
categories reflect the range of potential ethiccatpof robots, with artificial entities as both
technical machines with a need of ethic restrigiam their application, but also as active
agents and the eventuality of robots to become Inmstances themselves. This aspect is of
special importance, as the capacity of self-awa®neartificial intelligence is, by the current
state of scientific knowledge, no mere fiction amyer Under the term of "Artificial
Consciousness”, different scientific fields fromygsology to technology and philosophy
actually put strong efforts in defining the cent@mponents of so called "conscious

machines" and therefore deriving a consequentgll Istate to them.

Questions of robot ethics have already also rehguditical domains. In 2015, the
European Parliament sent a comprehensive recommi@mda the commission of civil law
regulation in the field of robotics. The draft regmn rests upon already existing legal
frameworks referring to questions of liability aafsty of robots in working contexts, and is
highly extended by addressing those aspects ihf@ids. Furthermore, topics reaching from
the future of the labor market with robots potdhtitaking a great number of jobs, to aspects
of data privacy, human dignity and the necessitg @forldwide legal regulation of robotics,
are addressed (Européisches Parlament, 2015). ridypar interest for the present work, is
the specific contentual orientation in trying tdide social relations of humans and robots. As
in some cultures emotional bonding with robotidtesd is by now a socially accepted part of
human relationships, the fundamental ideologicaration in the European society is still

laying emphasizing on a clear distinction betwesyots and humans.

2 Methods

2.1 Research Question and Hypotheses

The key research question of this study is to erandifferences in cognitive and affective

empathy towards robots as a function of physicatuiees according to human-like
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appearance. Furthermore, the study seeks to exatmenénfluence of personal traits and
sociodemographic data on individual measures ofagihypfor robots. The hypotheses that

were tested are as follows:

H1.1: Cognitive empathy towards robots with mouenlanlike physical features will

be different than towards less humanlike robots.

H1.2: Affective empathy towards robots with moreranlike physical features will

be different than towards less humanlike robots
H2: Empathic reactions towards robots are coredl&b individual personal traits.

H3: Empathic reactions towards robots are cordl&b individual

sociodemographic data.

2.2 Participants

Potential participants to the study were contagiadsocial media, in persona and via email
and invited to participate to a study that is erplp human perception of robots. The
participants were informed that their data wouldcbected anonymous and would remain
confidential. There were no specific criteria faclusion or exclusion, besides a minimum

age of 18 years and understanding German langudfigently.

Altogether 64 participants participated in thedgtul2 of them had to be excluded
because of the rate of missing values, resulting sample size ofN( = 52). Thirty-three
(63.5%) participants declared themselves to be M8 (36.5%) to be male. The age of the
participants ranged between 25 and 69 yeMs: @1.63,SD 11.189) with 53.8 % being 40
years or older. Having lived together with a pettleir childhood was reported by 41
(78.8%), 14 (26.9%) participants do live togethéthva pet at the present time. To have at
least one technical device that was given a namas,reported by 11 (7.1%) participants, 40
(78.4%) have not named a technical device, oneZdD.éid not answer the question. 33

(63.5%) of the participants have a university de@e highest educational achievement.
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With varying professional backgrounds and différage cohorts, it can be assumed
that the participants are socialized with the useomputers or robotic machines and being
familiar with the concept of artificial intelligerdo also varying degrees.

2.3 Stimulus Material

The participants watched 32 videos clips with a iomadlength of 3.64 seconds (SD=0.8),
which have been produced by PhD Giorgia Silani lusdLandsgesell. The video material
used for this study was shot with a SONY PMW-100CAM HD) camera and edited with

the software Adobe Premiere. The material was filnmethe rooms provided by Otto Bock
Healthcare Products GmbH, with Mr. Markus SchachinlylSc., as the companies' technical
expert on site. The technically highly evolved aaectrically controllable hand prostheses
were presented to the participants as a body patrobotic creature. With three prosthetic
hands, varying manifestations of human-likenesswealized, following a list of the four

levels:

Level (1):A minimalistic metallic hook with two grapplers

Level (3: A hand with five fingers and humanlike jointsjtipronounced technical and

mechanical features

Level (3: The same prosthetic hand as in level (2), bwemsd with a flesh-colored

silicone sleeve

Level (4: A real human hand
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Images of the three robotic hands, representingetieds of human-likeness (1, 2 and 3) and
the human hand (4) are depicted in Figure 1, 2n@8 4 Throughout this paper, the term
"hook" will refer to level (1), the term "robot" tevel (2), the term "hand" to level (3) and the

term "human hand" to level (4) of human-likeness.

Figure 1.Level (1) (hook) Figure 2.Level (2) (robot)

Figure 3.Level (3) (hand) Figure 4.Level (4) (human hand)
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By realizing conditions of negative and positivdevee, both involving social and physical
pain, in total eight different interactions withethands were created, resulting in a total of 32
videos. Following, a list of the different conditi®with negative and positive valence:

Negative conditions:
» Refusing the hand a piece of chocolate
* Refusing a handshake
* Hitting the hand
» Stinging the hand with a needle

Positive conditions:
* Handing over a piece of chocolate
» Performing a handshake
» Caressing the hand

* Touching the hand with a g-tip

A constant in the variables was the distinct intenof the human of either treating
the partner hand in a friendly or in a hostile Wiayorder to keep environmental influences on
the viewers as small as possible, all videos weeorded using the same light-blue
background, the same human hand as interactiongrai® the other hands and the same

lightning.

2.4 Experimental procedure

The online survey was realized via SoSci Surveyingre 2016) and provided to the
participants on www.soscisurvey.de. The participanere taking part in the study after
having signed the informed consent and did pasdteipindividually on their personal
computers or mobile devices with a mean of 36 nesubd finish the survey. The participants
were asked to fill in four psychometric questiomasj two before and two after the stimulus
material was presented. The stimulus material stewi of 32 short videos, which the
participants were instructed to watcfihe video clips were arranged in a pseudo-
randomization with four different arrays and weresgented without sound. After each video

sequence, the participants were instructed to answetwo self-constructed items,
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spontaneously and without thinking too much. Theseitems were specifically designed for

measuring cognitive and affective aspects of empagiactions to the stimulus material.

2.5 Dependent variables

The variables of interest were self-reported messsum cognitive empathy and affective
empathy. Two self-constructed items for measurimpathy in the form of a 7-point Likert
scale were presented after each video. For positwelitions, response options ranged from
"not pleasant at all" to "very pleasant” and fogaigve conditions from "not unpleasant at all"
to "very unpleasant”. Cited below, the text of fe#f-constructed itemétem (1)addresses an
other-directed-experience (positive/negative) aimdsato measure the empathic reaction
within the concept of cognitive empathitem (2) addresses a self-directed-experience
(positive/negative) and aims to measure the empagiaiction within the concept of affective

empathy.
(1) How pleasant/unpleasant was the action for theeowhthe hand in the right?

(2) How pleasant/unpleasant did the action on the loartie right feel for you personally?

2.6 Measures

2.6.1 Toronto-Alexithymie-Skala-26 (TAS-26; Kupfer, Brosig, & Brahler, 2001)

In this study the German version, a translatiomfrthe original version of the Toronto-
Alexithymia Scale (TAS) (Taylor, Ryan & Bagby, 198baylor, Bagby, Ryan & Parker,
1990) was deployed. It consists of 26 items wifive-point Likert-scale. The questionnaire
is a subjective measurement for dimensions of 8yehwlogical constructs of alexithymia,
three sub-scales are assessirchWwierigkeiten bei der Identifikation von Gefihlen
(difficulties identifying feelings), Schwierigkeiten bei der Beschreibung von Gefihlen
(difficulties describing feelings) anaXtern orientierter Denkstil(extern oriented thinking).
In short, high measures in the three scales of TtA8-26 are indicating problems of
interpreting own emotional states and communicatimgm in an appropriate way and
interpersonal difficulties. The German version bé tTAS-26 holds a Cronbach's Alpha
coefficient for internal consistency with valuestvibeen .67 and .84 over the three scales
(Kupfer, Brosig, & Brahler, 2000).
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2.6.2 Individual differences in anthropomorphism questiomaire (IDAQ, Waytz,
Cacioppo, & Epley, 2014)
The IDAQ is a psychometric tool for systematicatheasuring individual differences in
anthropomorphic tendencies as a willingness tabate personal qualities to non-human
entities, which are usually considered to be unituehuman nature. The questionnaire
consists of 15 items containing three classes aofinsonly anthromorphized agents. The
guestionnaire measures an individual tendency tior@gpomorphize by asking the subjects to
evaluate animals, natural entities and technologgoming to the following attributes:
"mind", "free will", "intentions", "consciousness"emotions”, "active", "lethargic", "good
looking", "durable”, "useful”". Additional, fifteenon-anthropomorphic items are included for
a better operationalization of anthropomorphic khig. A German translation of the

Questionnaire was devised directly by the develpéthe questionnaire.

2.6.3 The Autism-Spectrum Quotient (AQ-k; Freitag et al.,2007)

The short version of the Autism-Spectrum QuotientGerman languageas designed to
measure adults with normal intelligence and themdency of showing traits that are
associated with the autistic spectrum. The queséma consists of three subscales with 33
items: 'Soziale Interaktion und Spontaneitgsocial interaction and spontaneitylahtasie
und Vorstellungsvermégeén (imagination and creativity) and' Kommunikation und
Reziprozitdt (communication and reciprocity). According to Fagi et al. (2007) retest-
reliability and external validity of the questiomma are satisfactoryCronbach's alpha

coefficient of internal consistency of the threalss is ranged between .65 und .87.

2.6.4 Saarbricker Personlichkeitsfragebogen SPF (IRI/SPFPaulus, 2009)

The Interpersonal Reactivity Index was developedhyis (1983) to measure empathy with
regard to the multidimensional modality. The SP&u|Bs, 2009) is as a short German version
of the IRI with a slight reworked factorial struotuand eliminated negative formulated items.
The questionnaire is a self-report measure with sapscales, representing different aspects
of empathy:" Perspektiviilbernahme (perspective taking) is defined as the tendency to
spontaneously adopt the view of other peopkagntasié (fantasy) stands for the tendency of
transposing oneself into the feeling and actiondiaifonal characters in literature or art.

" Empathische Anteilnahrhe(empathic concern) measures feelings for otheplpealso
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often labeled as "other-oriented” feelings adr@motionaler Distress (personal distress)
measures feelings of negative tension when in Bpathallenging situations. Due to the
multi-factorial concept of empathy, no total scméntended with the subscales. According to
the author of the German version (Paulus, 2009)egafor internal consistency within the

subscales range between .66 und .74.
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3 Results

3.1 Missing Values

The statistical analysis was carried out using IBMSS statistics software (version 20.0).
Missing values in the scales of the questionnavese replaced with the mean of the non-
missing values according to the test-instructidnsthe self-constructed items measuring
cognitive and affective empathy, missing valuesensmcepted within a maximum amount of
12% missings. The hypotheses were tested two-sidedignificance threshold was set to the
p-value of < 0.05. For the report of effect sizestipl Eta-square¢;®) was calculated. The

Greenhouse-Geisser adjustment was used to corgectviblations of the sphericity

assumption, the degrees of freedom were reportat@iag to the correction.

3.2 Cognitive empathy and human-likeness

The independent variable "human-likeness" included levels: hook (1), robot (2), hand (3),
human hand (4), the variable "valence" had two Ifgveeparated in negative and positive
conditions. Descriptive statistics of cognitive atlyy for each level of human-likeness are

presented in table 1 for negative valence andualeta for positive valence.
Table 1

Measures of cognitive Empathy within negative Cioors

Human-likeness M SD SEM 95% ClI N
(1) hook 2.80 1.63 0.23 [2.34, 3.25] 52
(2) robot 2.98 1.72 0.24 [2.48, 3.38] 52
(3) hand 3.65 1.70 0.24 [3.18, 4.13] 52
(4) human hand 4.33 1.50 0.21 [3.92, 4.75] 52

Note M=means, SD=standard deviation, SEM=standardr @fraghe means, Cl=confidence

intervals
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Table 2

Measures of cognitive Empathy within positive Cbods

Human-likeness M SD SEM 95% ClI N
(1) hook 2.93 1.607 0.22 [2.48, 3.38] 52
(2) robot 3.30 1.648 0.23 [2.84, 3.75] 52
(3) hand 3.40 1.612 0.22 [2.96, 3.85] 52
(4) human hand 4.90 1.232 0.17 [4.56, 5.24] 52

Note. M=means, SD=standard deviation, SEM=standard @ffdhe means, Cl=confidence
intervals

The mean empathy scores and error bars with a &% dence interval for each
condition and for each level of human-likenessilarstrated in Figure 5.
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Figure 5. Mean scores of measures in cognitive empathy wth% confidence interval.
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To test hypothesis 1.1., a two-way repeated-measiiNOVA design with the within-
subjects "human-likeness" and "valence" was comdiuctAll effects are reported as
significant at p < .05. A significant linear treded show,F (1, 51) = 93.34p < .001,42 =
873 indicating that with increasing human-likeness loé different hands, the empathic

reaction also increased.

There was a significamhain effecof the factor "human-likenesd, (3, 153) = 58.46,
p <.001,72 = .534 on cognitive empathy. To investigate th@oreed main effect, an analysis
of repeated contrasts was performed, confirming tih@ empathy results for each level of
human-likeness were significantly higher than for tevel before. The empathy scores of the
hand with level 2 (robot) were higher than the hauitti level 1 (hook)F (1, 51) = 10,23p =
0.002,472 = .167, level 3 (hand) was higher than level dtp F (1, 51) = 26,16p < 0.001,
n2 = .339 and level 4 (human hand) was higher thael 18 (hand)F (1, 51) = 39.75p <
0.001,72 = .438.

Post-hoc analysis for the main effect of "hum&esiess”, applying the Bonferroni
correction, revealed significant differences betweach level of the hands. Mean empathy
scores in level 2 was significantly higher tharewel 1,MD = 0.28,CI [0.04, 0.52]p = .014,
in level 3 higher than in level 21D = 0.39, CI [0.18, 0.60], p < .001 and in level igher
than in level 3MD = 1.09,CI [0.61, 1.56]p < .00).There was also a significanain effect of
the factor "valenceF (1, 51) = 3.99p = .051,5° = .073, indicating that positive and negative
stimuli did lead to different empathic scores. Gtnds of positive treatmeni = 3.63,SD=
1.37, Cl [3.25, 4.01] significantly increased empathic tears compared to conditions of
negative valenceyl = 3.44,SD= 1.43,Cl [3.04, 3.84].

A significant interaction effectbetween the two main effects "human-likeness" and
"valence" was founds (2.88,146.94) = 7.03 = <.001,5° = .121, indicating that the valence
of the stimulus did contribute to the factor of ranvlikeness with different effects for the
empathy ratings. Post-hoc analysis revealed sagmifi differences between the levels of
human-likeness. In theegative conditioevel 3 was significantly higher than levelMD =
0.86,CI [0.43, 1.29]p < .001 and level 3 was higher than leveMt) = 0.67,CI [0.32, 1.03],

p < .001. Level 4 was significantly higher than ather levels (1, 2, 3) with level 4 higher
than level 3MD = 0.68,ClI [0.15, 1.21],p =.006, level 4 higher than levelD = 1.35, CI
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[0.75, 1.95],p < .001 and level 4 higher than leveMD = 1.54,CI [0.91, 2.17]p < .001. In
the positive conditionlevel 3 was significantly higher than level ID = 0.48,ClI [0.17,
0,79],p =.009 and level 3 was higher than leve¥ib = 0.11,CI [0.34, 0.13],p <.001. Level
4 was significantly higher than all other levels 21 3) with level 4 higher than level\d8D =
1.46,Cl [0.96, 2.03],p < .001, level 4 higher than level ®ID = 1.60,CI [1.09, 2.12],p <
.001 and level 4 higher than leveMD = 1.97,Cl [1.43, 2.51]p < .001.

The described interaction of the main effects milikeeness and valence is illustrated

in Figure 6.
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Figure 6. Interaction graph for measures of cognitive empatigasures with positive and

negative valence across four levels of human-ligene

Note.Data are means

3.3 Affective empathy and human-likeness

Descriptive statistics of affective empathy depagdon the stages of human-likeness are
presented for negative valence in table 3 anddeitppe valence in table 4.
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Table 3

Measures of affective Empathy within negative Cioyas

Human-likeness M SD SEM 95% ClI N
(1) hook 3.53 1.48 0.21 [3.11,3.94] 52
(2) robot 3.89 1.47 0.20 [3.49,4.31] 52
(3) hand 4.23 1.44 0.20 [3.83,4.63] 52
(4) human hand 4.43 1.27 0.18 [4.08,4.79] 52

Note. M=means, SD=standard deviation, SEM=standard @ffdhe means, Cl=confidence

intervals

Table 4

Measures of affective Empathy within positive Coonls

Human-likeness M SD SEM 95% CI N
(1) hook 3.50 1.43 0.20 [3.10,3.90] 52
(2) robot 4.02 1.52 0.21 [3.49,4.32] 52
(3) hand 4.07 1.36 0.19 [3.69,4.45] 52
(4) human hand 4.78 1.25 0.17 [4.43,5.12] 52

Note. M=means, SD=standard deviation, SEM=standard e&ffdhe means, Cl=confidence

intervals

The mean affective empathy scores and error baihsan95% confidence interval for

each condition and for each level of human-likeragesllustrated in Figure 7.
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Figure 7.Mean scores of measures in affective empathy wath% confidence interval.

To test hypothesis 1.2, a two-way repeated-mesAROVA design was conducted.
All effects are reported as significant@ak .05. Post-hoc analyses applying the Bonferroni
correction was performed to explore differencesvbeh group means of affective empathy.
The Greenhouse-Geisser adjustment was used toctdaoe violations of the sphericity
assumption with the interaction effect of humaretikss and valence, the degrees of freedom

and p-values were reported according to the coorect

The two-way ANOVA showed a significant linear tdef (1, 51) = 45.859% < .001,
n2 = .473,indicating that with increasing human-likenesshaf different hands, the empathic
reaction also increased. The analysis also revealsdynificantmain effect of the factor
"human-likeness"F (3, 153) = 24.55p < .001,72 = .325. Post-hoc analysis applying the
Bonferroni correction revealed significant diffeces between each hand, except level 2
(robot) and level 3 (handp, = .33. Mean empathy scores in level 2 were sicguifily higher
than in level 1MD = 0.45,CI1 [0.17, 0.72],p < .001, in level 3 higher than in levelID =

0.64,Cl [0.32, 0.95],p < .001 and in level 4 higher than in leveMb = 0.45,Cl [0.08,
0.82],p = .009.
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The factor "valence" had no significant main efffen the ratings in affective

empathy.

An interaction effectbetween the two factors "human-likeness" and ‘hadé was
found, F (2.821, 143.846) = 1.2§ = .036,5° = .055, indicating that the valence of the
stimulus did significantlycontribute to the factor of human-likeness witHfetént effects for
the empathy ratings. Post-hoc analysis revealetfsignt differences between some of the

levels of human-likeness.

In thenegative conditiortevel 3 was significantly higher than levelNP = 0.70,CI
[0.272, 1.136]p < .001, level 4 was higher than levelMD = 0.905,ClI [0.391, 1.420]p <
.001 and level 4 was higher than levéVi® = 0.534,CI [0.017, 1.050]p =.039.

In thepositive conditionlevel 2 was significantly higher than levelMD = 0.522CI
[0.174, 0.871]p =.001 and level 3 was higher than levéllD = 0.571,CI [0.226, 0.915]p <
.001. Level 4 was significantly higher than all ethevels (1, 2, 3) with level 4 higher than
level 3MD = 0.704,Cl [0.229, 1.178]p = 001, level 4 higher than level\aD = 0.752,CI
[0.321, 1.183]p < .001 and level 4 higher than leveMD = 1.274,Cl [0.797, 1.751]p <
.001.
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The described interaction of the main effects liMan-likeness" and "valericés

illustrated in Figure 8.
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Figure 8. Interaction graph for measures of affective empatteasures with positive and

negative valence across four levels of human-likene

Note.Data are means.

3.4 Personal traits, sociodemographic characteristicsral empathy

Personal traits of the participants were assesBemidh psychometric questionnaires as
described in 2.6., sociodemographic data of theéqgyaeints is described in paragraph 2.2. To
test hypotheses 2 and 3, a Pearson's Product-Mdooerelation was used to determine the
relationship between self-reported empathy, pefstmagts and differences in individual
sociodemographic data. Due to the small number nopiec evidence about individual
differences in empathic reactions towards robaisietation analysis was conducted with all
subscales and total scores of the deployed psydhnomeuestionnaires and the

sociodemographic data for both affective and cognit empathy. Variables of

59



sociodemographic data were age, gender, actuaihglior having lived together with a pet,

owning a technical device with a name given anchighest level of education.

Contrary to the expectations, this study did mad & significant correlation between
individual differences in personal traits on seported measures of cognitive or affective
empathy. There was also no correlation of sociodgaphic data with scores in cognitive or

affective empathy.
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4 Discussion

Based on the current discourse about human-roberaiction, the ways robots are
emotionally perceived according to their outer @ppece, this work was conducted to
evaluate empathic reactions towards different rngbemntities on an anthropomorphic
spectrum. One general challenge of empiricallyagdeng anthropomorphic tendencies in
individuals is, among others issues, socially @dsé responding. Attributing mental states to
human or non-human entities or reporting emotigrattions towards an inanimate object
might be an attitude people are reluctant to dispieertly. When developing a scale for
measuring anthropomorphism, Chin et al. (2005) eepeed that people showed less
hesitation in self-reporting anthropomorphism tadgarsocially "appropriate” targets of
humanization, like e.g. pets, than towards inanémat technical objects like cars or
computers. In this study, the effect of reluctanceeporting potential improper emotional
reactions towards robots did not show. Accordintig, findings of the current study provide
support for the hypothesis, that people experiancecreased degree of empathy with robots
of higher humanlike appearance than with more nmachhlooking ones. The effect of a
higher empathic reaction according to human-likerescurred on both, a cognitive and an

affective level.

The effect of showing affective empathic reactiérstechnical agents are compatible
with previous studies, revealing that humans expee empathy for robots in abusive
situations (Bartneck & Hu, 2008; Hoenen et al., ®0Vaes et al. (2016) observed similar
empathic reactions to painful situations of robatgl humans in bottom-up processes, but
reported difficulties of the subjects in taking therspective of a robot. Contrary to this,
subjects in the present study did clearly repogndive empathy for the robotic agents. Still,
this result should be considered with caution, asgle item of self-reported data might not
satisfy the complex phenomenon of empathy. Moreoweentally relating to artificial
creatures on higher cognitive processes is quiteteeitory for humans anyways. Still, this
result is in line with findings, that people showgtrer tendencies of taking the perspective of
and ascribing a mind to inanimate entities, whighresent more humanlike appearance (Gray
et al., 2007; Krach et al., 2008; Riek et al., 2009
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Regarding the influence of friendly or hostileargction with the robots, the findings
of the current study differ from previous researbheasuring empathic reactions while
watching interactions of a human with a human andl@ot, Rosenthal-von der Putten,
Schulte, Eimler, Sobieraj, Hoffmann, Maderwald,aét (2014) found no difference in the
empathic reaction for humans and robots in thetipestondition, while hostile treatment did
lead to significant differences between HHI and HRIth a higher negative empathic
concern for the human "victim". Contrary to thediimgs of Rosenthal-von der Pitten et al.
(2014), in this study, significant differences m@athizing with robotic hands were found in
both, positive and negative treatment. Furthermanme, an overall level, the empathic
measures found in this study were higher for pasittonditions of the robots than for
negative ones, both in cognitive and affective dimpaHowever, these measures are in
contrast to common results of social interactionth ywositive and negative treatments, as
hostile or painful conditions usually lead to higlenpathic reactions than friendly ones.
There are several possible explanations for tlssrdpancy. For one, it might be an effect of
the stimuli themselves, as the portrayal of posiiivteractions with the partner hands were
probably perceived as more precise than the onesgstive treatment. To give an example,
friendly versus hostile treatment was implementgeither performing a handshake with the
robotic hand or refusing the handshake. In thetghmoe sequences of the video clips, shaking
a hand might be a less unambiguous act than pudlihngnd away from a handshake and, by
that, the latter might have lead to weaker eff@dthin the empathic reactions. Influences of
the individual interpretation of the deployed stlnabjects might also have contributed to the
unusual effect of higher empathy within positivendions. For example, one participant did
not clearly identify the stinging needle as an aier item, but suspected it to be a technical
tool to supply the robotic hand with functionaldids. Following this participants' report, the

deployment of some of the objects might have causatentual ambiguity.

Another potential reason for the unusual effecvalence in measures of cognitive
empathy could be a question of statistics. Withritmaber of participant$\(= 52) it could be
argued that this sample size might represent adagower for showing the same effects in
both, negative and positive conditions.

Although with no statistical significance, for th@st humanlike robotic hand (level

3) an inversion of the influence of valence to éngpathic measures appeared. This prosthetic

62



hand with the skin-like cover and a highly andrmdk was clearly the most ambiguous of
the robotic hands. With no precise evidence for theerted effect, it can only be

hypothesized that the ambiguous look of the handem& harder for the participants to
categorize and therefore might have lead to a gaororientation towards the stimuli

themselves. This means, that the strong anthrogaimophysiognomy might have disarrayed
the empathic assessment of the participants inyathat the valence of the stimuli was of
more presence and therefore did lead to the restigher empathy with negative stimuli, as
it did for the rest of the hands.

Contrary to the expectations, this study did nod fevidence for a significant
influence of differences in personality traits asdciodemographic data on measures of
empathy. There is no specific explanation for thsult but it seems possible that these results
may be attributed to the peculiarity of the paptating individuals. It should be noted that the
composition of the participants in this study dikkacly deviate from the majority of
participants in empiric studies. Usually, in emgati studies mostly students participate,
which represent a rather homogenous group of peegiarding age and education. With a
medium age of 42 years and a range from 25 to @9sy&3.5% participants holding a
university degree and 78.8% being employed oremiioyed, subjects in this study clearly
differ in age, education and profession from thaialiscohort of younger students.
Furthermore, the people participating are mainlgiazed in an environment of creative
industry and humanities and therefore have to besidered as a specific segment of the

general population, which is not fully representati

4.1 Limitations

The limitations which have to be considered in thawk are mostly attached to the problem
of creating appropriate stimulus material for thperimental part of the study. Most empiric
studies in the field of robotics face problems witiding access to different robotic entities
with adequate anthropomorphic features that diffiely in the factor of human-likeness.
Systematically varying this factor and keeping @her influencing variables of the robot

constant poses a huge challenge in the experimaesain.

In this study, moving prosthetic hands were usedreate the impression for the
participants that they deal with a fully embodieabatic creature. As the self-reported
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measures of empathy were aimed to evaluate arcaitibeing, the verbal formulation of the
items related to the "owner" of the hand as a cetepntity. By using the possibility to make
comments at the end of the survey, some partigpagported that with continuously
watching the stimulus material, they started tdem#fon what they were observing. One
participant reported that she was starting to thablout the developer of the robots and
whether it would be a problem for him or her if yheere failing to complete some of the
tasks. Another participant reported that he didpesteive the hands as a part of a robot, but
as prosthetic hands and was thinking about thenpatehuman owner. In these cases, the
basic concept of the study, to evaluate reactiotsowt intense contemplating about the
scenery, was not fulfilled, with potential consegces for the evaluated results. It can only be
reasoned, that if an increased cognitive activabbrthe participants during the trial took
place, this might especially be in conflict wittrsfaautomatic responses, as designated for

measuring the affective component of the empatactions.

Furthermore, with a total of 32 videos to watche garticipant reported that he had
growing difficulties in responding adequately toclkavideo, as he got puzzled by the
similarity of them. All in all, the rather long oradl process time of the complete survey with
an average of 38 minutes can be regarded as the fanetor for participants to drop out
during the process of answering. For future researmore reduced study design with less
guestionnaires or video stimuli would probably léada higher number of subjects finishing

and thus to a larger sample size.
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5 Conclusion

At the present time, mentally relating to artificemotions is still a quite new territory in

human psychology. Empiric research, discussing #mgga human-robot-relationships from

the human perspective is still scarce and onlyva $eudies have been able to conduct
systematic research on this topic. The findingsthis study contribute to the present
discussion about human capacities and disposibbmesponding to non-human entities and
on the subsequent potential to establish social eandtional relationships with inanimate

objects. Yet, merely on the basis of self-reportezhsures, the findings reported in this work
are consistent with previous evidence that peoptecapable of relating emotionally to a
robotic agent. A significant finding that emergeadnf this study is that humanlike design and
morphology of robotic entities has an important &acipon the ability to empathize with robots
The results in the study are in consensus withnteeeidence in literature and research of

varying grades of empathy towards robots depenaiintipeir anthropomorphic appearance.
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Appendix C: Reception text

Liebe Teilnehmerlnnen!

Danke fiir Ihre Bereitschaft zur Teilnahme an di&adie, die Rahmen meiner Masterarbeit
an der Fakultat fir Psychologie (Universitat Wiemychgefuhrt wird. Der zeitliche Rahmen

fur die heutige Befragung wird etwa dreil3ig MinuterAnspruch nehmen.

Die Studie behandelt die visuelle Verarbeitung vobotischen Handen. Sie sehen mehrere
Videoclips, in denen jeweils ein Mensch eine Matapian an einem Roboter vornimmt. Bitte

bewerten Sie nach jedem Video die drei Fragen,tapaimd ohne viel zu Gberlegen.

Ihre anonym erhobenen Daten werden streng vertrabihandelt und dienen ausschlief3lich
wissenschatftlichen Zwecken, werden nicht an Dritgtergegeben und nicht kommerziell

genutzt.

Einverstandniserklarung:

Durch das Klicken auf "Weiter" bestatigen Sie, d&8&s das vorliegende Informationsblatt
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der Analyse Ihrer Daten durch befugte Personereestanden.

Vielen Dank fur Ihr Interesse und lhre Bereitsclzait Mitarbeit!
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Appendix D: Abstract

D.1. English Version

With robots increasingly finding their way to prteaand work spheres of human lives, it is
important to understand under which premises pesptgally interact with robots. Despite
the exponential development in affective computmgl the practice of equipping sociable
robots with the potential of emotional expressittile is known about the ability and
willingness of humans to empathize with roboticrage The present study explores human
empathy towards robots as a function of human-gkerin the physical appearance of robots.
By presenting video clips of hostile and friendhteractions of a human hand with robotic
hands along an anthropomorphic spectrum, self-tepaneasures of cognitive and affective
empathy were evaluated. A two-way repeated meastMOVA analysis revealed that
people tend to empathize significantly more withatic entities of a higher anthropomorphic
appearance, compared to those with a stronger mieahalook. The hypotheses of
significantly higher empathy ratings with increasimuman-likeness of technical agents was
found for both self-directed (affective) and otld@ected (cognitive) aspects of empathy.
Contrary to expectations, an influence of diffeescin personality traits and

sociodemographic characteristics on empathy towafaists could not be confirmed.

Keywords: robots, HRI, empathy, anthropomorphism

D.2. German Version

Mit dem zunehmenden Einsatz von Robotern in privatand professionellen
Lebensbereichen stellt sich aktuell die Frage uwwidchen Umstanden soziale Interaktionen
von Robotern und Menschen stattfinden konnen. Trd&x rapide fortschreitenden
Entwicklung kunstlicher Emotion und zunehmenden tnalen Ausdrucksmaoglichkeiten
sozialer Roboter sind empirische Befunde lber didasohliche Bereitschaft und Fahigkeit zu
emotionalen Reaktionen auf Roboter rar. Diese Studitersucht Empathie fir Roboter in

Abhangigkeit von physischen Merkmalen menschlich&rscheinungsform. Den
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Probandinnen wurden 32 kurze Videos prasentiegt,sdeziale und physische Interaktionen
einer menschlichen Hand mit robotischen Handen rsectédlicher anthropomorpher
Auspragung zeigten. Die Hypothese der Studie bezugtarkerer empathischer Reaktionen
mit zunehmender Menschenéhnlichkeit der Robotedn&odnte bestatigt werden. Die durch
Selbstbericht erhobenen Empathiewerte der Probaadlmvaren sowohl auf kognitiver als
auch auf affektiver Ebene signifikant hoher fir ande Roboter als flr solche mit
mechanischerem Aussehen. Die Hypothese eines Zusalnamgs von personlichen
Eigenschaften, soziodemographischen Unterschiedeémrmpathischen Reaktionen konnte in

dieser Studie nicht bestétigt werden.

Schlagworter: Roboter, HRI, Empathie, Anthropomdsptus
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