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Abstract

The topics of this thesis describe the effort that was made towards laser cooling of
anions, with the goal to use them as a sympathetic coolant for antiprotons in a Penning
trap. It covers a theoretical analysis of the requirements and the expected performance
of different cooling schemes, as well as a report on efforts towards an experimental
realisation. The focus is on the molecular anion species C2

−, which was chosen due to a
recent survey of possible molecular candidates and the challenges which arise in the use
of atomic anions (Yzombard et al., 2015).

After an introduction to the topic, some general properties of anionic molecules are
discussed, including their electronic level structure. The theory behind the interaction
of light with molecules is presented, to the extent relevant for the later sections. This
then leads to a more detailed presentation of the specific case of C2

−, with a focus on the
levels and transitions which are interesting for laser cooling. Simulations of different laser
cooling schemes are then presented. These were done on the basis of a GPU accelerated
C++ code, which is designed for the simulation of particles in a Penning trap (Van
Gorp et al., 2011; Van Gorp and Dupre, 2013), and which was customised to include
the interaction of the molecules with the laser. The simulations led to two publications
(Fesel et al., 2017; Gerber et al., 2018), which are reproduced in sections 2.5.1 and 2.5.2.
A discussion and comparison of the results which were found is presented in section 2.6.
The discussion aims at giving the reader an overview of the challenges and prospects,
which are to be expected with laser cooling of C2

−.

Chapter 3 then describes the experimental work that was done. The main topic is
the setup for a C2

− source which was built. This is based on the use of a commercial
supersonic expansion valve (SSEV) and a subsequent dielectric barrier discharge (DBD)
(Even, 2015). The DBD is then used to ionise a gas mixture of acetylene in a noble
carrier. The produced anions are accelerated and then mass selected with the help of a
Wien filter. A detailed description of the setup is given (see figure 3.1 for an overview),
followed by a presentation of the results. Here, a mass spectrum is presented, showing
the successful production of anions with a mass of 24 u, which corresponds to C2

−.

Additionally, the setup foresees a possibility for photodetachment spectroscopy on the
produced anions. To this end, an optical resonator was built, which allows to enhance
the light intensity of a 399 nm laser, while also allowing the transmission of 2.54 µm
light. This allows for resonant stimulation of C2

−. The optical setup for the frequency
stabilisation of the laser to the resonator is presented (see figure 3.6 for an overview),
followed by a presentation of the experimental results on the device. This includes a
determination of the resonators finesse to F = (12800± 700) and a verification of the
stability of the laser lock during the operation of the C2

− source. Finally in chapter 4,
a conclusion is given, which summarises the work described by this thesis and includes
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an outlook on the upcoming steps.
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1. Introduction and motivation

CERN, Europe’s largest institution for fundamental particle research, is host to a range
of experiments on antimatter, based at the so–called antimatter factory on its main
campus. The goal is to shed light on the observed lack of antimatter in our universe.
It is the general assumption, that this stems from an asymmetry in the laws of nature
on the level of elementary particle interaction, which is substantiated by the already
discovered violations of parity (P) and charge–parity (CP) invariance. Nevertheless, the
findings so far are not sufficient to explain the baryon density observed in the universe.
For this reason, there is an ongoing search for further asymmetries, with violations of
charge–parity–time (CPT) invariance being among the possible candidates (Canetti et
al., 2012; Vargas, 2018). The validity of this invariance in physical theories is called
the CPT–theorem, and one of its consequences is that particles and their associated
antiparticles must have the same mass and lifetime, while having a magnetic moment
and charge of opposite sign and equal absolute value. By measuring and comparing these
properties one can therefore search for violations of the CPT–theorem (Griffiths, 2008).
At CERN’s antimatter factory this is done with a focus on antiprotons and antihydrogen.
The research is enabled by the unique infrastructure present at CERN. A pre–accelerator
of the Large Hadron Collider (LHC) provides high energy protons, which are shot at an
Iridium target and create antiprotons via pair production:

p︸︷︷︸
26 GeV

+ p︸︷︷︸
Ir−target

→ p + p + p + p̄. (1.1)

The emerging antiprotons have an energy around 3.6 GeV and need to be slowed down
in order to be useful for precision measurements. This is done by a machine called the
antiproton decelerator (AD) which is a synchrotron that, in combination with stochastic
and electron cooling, is able to reduce the antiproton kinetic energy to 5.3 MeV. A
bunch of > 3 × 107 antiprotons every 100 s is then distributed to one of the connected
experiments. By trapping the antiprotons in Penning traps, several important milestones
have already been achieved at this facility. This includes the first production of low
energy antihydrogen by the ATHENA and ATRAP collaborations (Amoretti et al., 2002;
Gabrielse et al., 2002), the first observation of the 1S–2S transition of antihydrogen by
the ALPHA collaboration (Ahmadi et al., 2018a; Ahmadi et al., 2018b), spectroscopy
on antiprotonic helium by the ASACUSA collaboration (Hori et al., 2016) and precision
measurements on antiprotons by the BASE collaboration (Sellner et al., 2017; Smorra et
al., 2017; Ulmer et al., 2015). Given that there is so far no combined theory of gravity and
quantum mechanics, tests of the weak equivalence principle (WEP) using antimatter are
a further topic of interest. The WEP demands that the inertial and gravitational mass
of a particle are equal. This can be tested by a direct gravity measurement of antimatter
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particles in the gravitational field of earth, which is currently being pursued with a focus
on antihydrogen by the AEḡIS (Doser et al., 2018; Kellerbauer et al., 2016; Kellerbauer
et al., 2008), GBAR (Debu, 2012; Perez and Sacquin, 2012) and ALPHA collaborations
(Bertsche, 2018). The research at CERN’s antimatter factory will experience a boost in
the coming years, due to the full commissioning of the ELENA ring. This is an additional
small synchrotron, which is used as a second step after the AD, and allows to reduce the
antiproton kinetic energy further from 5.3 MeV to 100 keV (Bartmann et al., 2018). For
a comprehensive review of the research at the AD see (Bertsche et al., 2014; Hori and
Walz, 2013; Madsen, 2018).

An important parameter for experiments on antihydrogen is the temperature at which
it can be produced. This determines not only the fraction which can be trapped in
shallow magnetic traps, but also the precision that can be achieved in e.g. spectroscopy
and gravity measurements. The most successful scheme for antihydrogen production up
to now is via three–body recombination (TBR), also called mixing. Here, antiprotons
and positrons are brought in close proximity to each other by creating a nested trap.
Antihydrogen is then mainly formed in three–body collisions:

p̄ + e+ + e+ → H̄ + e+, (1.2)

where the excess energy of the bound state is removed by the additional positron. TBR
was used for the first successful production of low energy antihydrogen (Amoretti et al.,
2002). Another important method is based on resonant charge exchange (RCE). Here, a
cloud of antiprotons is irradiated with Rydberg positronium and antihydrogen created
by the reaction:

p̄ + Ps∗ → H̄∗ + e−. (1.3)

This was demonstrated by (Storry et al., 2004) and is planned to be used for the gravity
measurements of AEḡIS and GBAR. In comparison with TBR, this scheme has the
advantage that no additional manipulations of oppositely charged plasmas in the trap
are needed. Due to the large mass difference of its constituents, the temperature of the
produced antihydrogen is dominated by the temperature of the antiprotons. Therefore,
RCE can in principle reach much lower antihydrogen temperatures, since the antiprotons
can be prepared at cryogenic temperatures before overlapping them with positronium.

The cooling of antiprotons as preparation for RCE is the main motivation for the
topic of this thesis. The currently routinely used method at the AD is based on mixing
the antiprotons with electrons inside a cryogenic Penning trap. Since electrons couple
strongly to thermal radiation when placed in a magnetic field, they thereby thermalise
the entire mixed plasma from the initial trapping energies in the kV regime, down to
∼ 100 K in around 60 s. A number of further cooling techniques can be employed, in-
cluding adiabatic, resistive and evaporative cooling (see (Rolston and Gabrielse, 1989)
for a theoretical overview and discussion), with the lowest reported value reached ex-
perimentally being 10 K (Andresen et al., 2010). Nevertheless, the precision gravity
measurements planned by AEḡIS and GBAR require much lower temperatures. While
GBAR plans to achieve this via the intermediate step of H̄+ formation, which might
be sympathetically coolable by laser cooled Beryllium ions, AEḡIS aims at initialising
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antiprotons below 100 mK for RCE (Doser et al., 2012). For this, there are currently two
methods under investigation: Using a dilution refrigerator in combination with electron
cooling and active laser cooling of an anionic particle species, which in turn can sympa-
thetically cool the antiprotons (Kellerbauer and Walz, 2006). This thesis concentrates
on the second approach.

Since their first experimental realisation, laser cooling techniques for ions (Neuhauser
et al., 1978; Wineland et al., 1978) and neutral atoms (Andreev et al., 1981; Ertmer et
al., 1985) have been developed to a state, where they are now considered standard exper-
imental tools (Phillips, 1998). The advent of this technology has led to new achievements
in a number of areas in physics, including atomic clocks and Bose–Einstein condensa-
tion. Applying laser cooling to molecular species turned out to be much harder than for
atoms. This is largely due to their intricate level structure, which makes repumping for a
closed cooling cycle challenging. It was only in 2010 that the first direct laser cooling of
the molecular species SrF was reported (Shuman et al., 2010), which up to this day has
been extended to the two other diatomic molecules YO and CaF (Hummon et al., 2013;
Zhelyazkova et al., 2014). Despite the overall success of laser cooling it has so far never
been achieved for atomic or molecular anions. Given the slow progress in neutrals this
is not surprising for the molecular case. For atomic anions on the other hand, the main
hurdle is a lack of suitable candidates. Unlike in the case of molecular anions, where
dipole moments can create strong bonds, the electrons in atomic anions are held by a
mixture of induced dipole moments and correlation effects between the electron and the
atom hull (Pegg, 2004). These only lead to shallow and short–range trapping potentials
and typically only to a single bound state. Even though cases with excited bound states
can be found, these are usually dipole forbidden and therefore of small interest for laser
cooling.

Currently, only three anion species are under closer investigation in this regard: Os−,
Ce− and La−. Os− was the first species in which a bound–bound dipole transition
was found experimentally (Bilodeau and Haugen, 2000). A later refined investigation
showed that this transition is spin–forbidden and therefore on the weaker end of dipole
transitions. Doppler cooling for 4 K pre–cooled Os− down to the Doppler limit was
estimated to be possible within 300 s (Warring et al., 2009). Ce− was the second species
for which bound–bound dipole transitions were confirmed to exist (Walter et al., 2011).
Even though there are no estimates on the prospects of laser cooling itself, the spin–
forbidden nature of the transitions should make this challenging. The remaining species
La− is still under investigation. It seems to be a promising candidate for laser cooling
and the transition strengths have recently been confirmed to be as high as theoretically
predicted (Cerchiari et al., 2018; E. Jordan et al., 2015; O’Malley and Beck, 2010; Walter
et al., 2014). See (Cerchiari, 2018; J. E. Jordan, 2015) for a detailed discussion of La−

and an overview of laser cooling with atomic anions.
Given the importance that cold anions have for antimatter research, the difficult nature

of laser cooling atomic anions has led to an investigation into molecular anions. A
detailed study by members of the AEḡIS collaboration has singled out C2

− as a promising
candidate (Yzombard et al., 2015), with the result that there is now a subgroup of AEḡIS
attempting to laser cool C2

−. This group is called the BOREALIS project and is the
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environment in which the work for this thesis was done. The initial tasks were to analyse
the performance and the requirements of the cooling, as well to construct a source for
C2
−, which can provide a sufficiently large number of the anions in their ground state.

These topics are also the content of this thesis and the results can therefore be divided
into a theoretical and an experimental part. In the beginning of chapter 2, the internal
dynamics and properties of diatomic molecules are discussed, and the molecule C2

−

with its level structure and transitions is introduced. The rest of the chapter is devoted
to theoretical simulations on different laser cooling schemes and a discussion of their
respective merits and complications. Chapter 3 then covers the experimental work and
describes a C2

− source that was built and the results which were acquired from it. In
chapter 4 a conclusion on the presented work is drawn and an outlook given on the next
steps that are necessary for successful laser cooling of molecular anions.
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2. Theoretical discussion of possible cooling
schemes

2.1. The internal dynamics of diatomic molecules

The intention of this section is to give an overview of the most important dynamics
of diatomic molecules, with a special focus on the relations needed for the upcoming
sections. Given the complexity of the matter, even for the restricted case of a diatomic
molecule, the main goal is to motivate and summarise practically important formulas.
Lengthy derivations have been omitted and the reader is instead referred to the literature.
An introduction to the topic can be found in (Demtröder, 2016), while (Haken and Wolf,
2006; Lefebvre-Brion and Field, 2004) provide a more detailed discussion. The notation
follows largely the convention in the literature (see A.1 for a summary).

2.1.1. The level structure of diatomic molecules

With the exception of the H+
2 ion, where electron–electron interaction does not occur,

analytic solutions for the molecular orbitals of diatomic molecules can not be found.
An established method is to numerically approximate the molecular orbitals as a linear
combination of atomic orbitals ψn =

∑
i ciφi. Treating the atom cores as fixed and their

distance R from each other as an adjustable parameter, the coefficients can be optimised
to minimise the energy of the state. This is referred to as the Born–Oppenheimer ap-
proximation and justified by the observation, that the dynamics of the cores happen
on a timescale which is orders of magnitude larger than the dynamics of the electrons.
This procedure leads to potential curves En(R) of the different energy levels, which are
very useful for the description of the dynamics in diatomic species. Bound states are
characterised by a distinctive minimum denoted as Re. The electronic states found in
this way are usually classified according to the following features:

• The “energy” Te(n) = En(Re)
hc of the electronic state in cm−1.

• The total electronic orbital angular momentum of the state L =
∑

i li and its
projection on the molecular axis |Lz| = ~Λ.

• The total electron spin of the state S =
∑

i si and its projection on the molecular
axis Sz = ~MS .

• The symmetry of the wave function with respect to inversion at the origin:1

ψg(−r) = ψg(r) ψu(−r) = −ψu(r).
1The subscripts stem from the german gerade (even) and ungerade (uneven).
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• The symmetry of the wave function with respect to reflection orthogonal to the
molecular axis:

ψ+(−x, y, z) = ψ+(x, y, z) ψ−(−x, y, z) = −ψ−(x, y, z).

In the literature the electronic states are usually referenced in the form N 2S+1L
+/−
g/u .

Here, N takes on letters, with a conventional X for the ground and a subsequent al-
phabetical ordering A, B, C. . . for the excited states. S denotes the total spin angular
momentum and L the orbital angular momentum, which is represented by the symbols
for the electronic states Σ, Π, ∆, . . . . See figure 2.1 for an example.

The energy shifts due to the dynamics of the atom cores, which lead to vibration and
rotation of the molecule, can be deduced from the potential curves En(R). In practice
these curves are either calculated numerically or approximated by empirically deduced
functions, which can be defined by spectroscopic constants (Jenč, 1996; Vanderslice et
al., 1959). There are several different functions in use (Steele et al., 1962; Varshni, 1957;
Zavitsas, 1991). A simple and instructive empirical approximation for the En(R) curves
is the Morse potential:

EM(R) = ED

(
1− e−a(R−Re)

)2
, (2.1)

where ED is the dissociation energy of the molecule. For this special choice of potential,
the Schrödinger equation for the vibration of a diatomic molecule can be solved analyt-
ically. By introducing the reduced mass µ = MA ×MB/(MA + MB) of the two atom
cores A and B, the following expression for the vibrational energy levels can be found:

Evib(ν) = ~ω
(
ν +

1

2

)
− ~2ω

4ED

(
ν +

1

2

)2

ω = a

√
2ED

µ
, (2.2)

with ν being the vibrational quantum number. In the literature this relation is usually
given in cm−1 as:

G(ν) =
Evib(ν)

hc
= ωe

(
ν +

1

2

)
− ωexe

(
ν +

1

2

)2

, (2.3)

with experimentally determined values for ωe and xe. The energy contribution due to a
rotation of the cores can be written as:

F (Jrot) =
Erot(Jrot)

hc
= BνJrot(Jrot + 1)−Dν [Jrot(Jrot + 1)]2 (2.4)

Bν = Be − αe

(
ν +

1

2

)
Be =

(
~2

2

)(
1

hc

)(
1

µR2
e

)
. (2.5)

Against conventional notation, Jrot is used here to indicate the quantum number of the
rotational angular momentum. The constants Be, αe and Dν are usually determined
experimentally. The first term in (2.4) can be deduced by treating the two cores as a
rigid rotator with the inertial moment I = µR2

e . The second term reflects a correction
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which arises since the centrifugal force of the rotation increases the distance Re of the
cores and thereby the potential energy. As indicated by the subscript, Bν and Dν

depend on the vibrational excitation of the molecule. This coupling is a result of the
vibration’s influence on the inertial moment, which results in a change of the rotational
energy. Since the dynamics of the vibration are two orders of magnitude faster than the
rotation, equation (2.4) incorporates the average of this effect.

In summary, the energy levels of a diatomic molecule are given by the equation:

T (n, ν, Jrot) = Te(n) +G(ν) + F (Jrot) (2.6)

and are defined by the five constants ωe, xe, Be, αe and Dν .

2.1.2. Selection rules and transition strengths of diatomic molecules

The strength of the radiative transition between two states i and j of a diatomic molecule
is in first order described by the transition dipole moment:

Mij =

∫
Ψ∗ipΨjdredRN, (2.7)

where re and RN are the coordinates of the electrons and the atom cores, and p =
−∑i ere,i + e (ZARN,A + ZBRN,B) = pe + pN the dipole moment operator. By looking
at the structure of (2.7), a first important selection rule can be deduced. Since the
integral of an antisymmetric function is zero, and the dipole operator p is antisymmetric,
it follows that the product of the wave functions Ψ∗iΨj must be antisymmetric as well.
Put in another form, this means that the transition must be between two states of unlike
parity.

The wave function can be separated into a contribution of the electrons ψi(re) and
the cores φi(RN), resulting in: Ψi = ψi(re)φi(RN). Using this, the expression for the
transition dipole moment can be rewritten:

Mij =

∫
φ∗i

(∫
ψ∗i peψjdre

)
φjdRN +

∫
φ∗ipN

(∫
ψ∗i ψjdre

)
φjdRN. (2.8)

At this point it is useful to differentiate between two cases: rotation–vibration (ro–
vib) transitions within the same electronic state and transitions between two different
electronic states.

In the first case, the integral of ψ∗i peψj ∝ r |ψi|2 vanishes due to symmetry. Given
the normalisation of the wave function, the expression for the transition dipole moment
becomes:

Mij =

∫
φ∗ipNφjdRN. (2.9)

The wave function describing the cores can be written as the product φi(R, θ, φ) =
Sν(R)YM

Jrot
(θ, φ), where Sν(R) are the solutions to the Schrödinger equation describing

the vibration and YM
Jrot

the spherical harmonics describing the rotation. Using their
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known properties one can deduce the following selection rules for non–vanishing transi-
tion dipole moments:

∆ν = 0, ±1 ∆Jrot = ±1. (2.10)

The left term is valid for a harmonic potential, while for anharmonic potentials transi-
tions with ∆ν = 2, 3, 4 . . . are allowed as well, albeit much weaker. A special case arises
for homonuclear diatomic molecules. Here, the dipole moment pN vanishes and therefore
suppresses pure ro–vib transitions completely.

In the second case of i 6= j, the term
∫
ψ∗i ψjdre vanishes due to the orthogonality of

the electronic wave functions. The transition dipole moment therefore becomes:

Mij =

∫
φ∗iM

e
ij(R)φjdRN with Me

ij =

∫
ψ∗i peψjdre. (2.11)

The electronic transition dipole moment Me
ij(R) still depends on R, the distance between

the atom cores. In a first approximation the term can be evaluated at Re (see subsection
2.1.1) and treated as constant. Substituting the vibrational and rotational eigenfunctions
for φ therefore allows to write:

Mij = M e
ij(Re)

∫
SνiSνjR

2dR

∫
YMi
Jrot,i

Y
Mj

Jrot,j
p̂ sin θ dθ dφ. (2.12)

The probability for spontaneous transitions is proportional to the absolute square of the
transition dipole moment, leading to the following definitions which are often used in
the literature:

The Franck–Condon factor:

FC(νi, νj) =

∣∣∣∣∫ SνiSνjR
2dR

∣∣∣∣2 (2.13)

The Hönl–London factor:

HL(Ji, Jj) =

∣∣∣∣∫ YMi
Jrot,i

Y
Mj

Jrot,j
p̂ sin θ dθ dφ

∣∣∣∣2 . (2.14)

Even though the transition strength varies, the Franck–Condon factor does not impose
any general selection rule for the case of electronic transitions. From the Hönl–London
factor the following two cases can be derived for allowed transitions:

∆Jrot = ±1

∆Jrot = 0 if ∆Λ = ±1.
(2.15)

In the case that the core distance Re does not differ significantly for two electronic states,
transitions with ∆J = ±2 are possible, albeit much weaker. Given the complexity of
the level structure and transitions of molecules, it is common practice to use specialised
software for their analysis (see section 2.3).
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2.2. Semiclassical treatment of the interaction of molecules
with light

The aim of this section is to state the relations for the interaction of (laser–)light with
molecules, that are necessary to understand the calculations done in this thesis. Since
these calculations are to a large part based on rate equations, an important part of
this section is to give a summary of the simplifications leading to these equations and a
justification for their use. In a first step, the optical Bloch equations will be derived for
the simple case of a two–level atom. For a specific range of parameters, these can then
be simplified to form rate equations, which can then be generalised for the description of
multi–level species like molecules. Given its importance for one of the cooling schemes
discussed in this thesis, the last part of this section is devoted to the AC Stark effect.
The treatment of these topics follows closely the one given in (Foot, 2005; Höppner et al.,
2012; Loudon, 2000).

2.2.1. Optical Bloch equations

The time evolution of a two–level atom in an electric field is in first order described by
the Schrödinger equation:

i~
∂

∂t
ΨA(r, t) =

(
ĤA + ĤI(t)

)
ΨA(r, t), (2.16)

with ĤA being the Hamilton operator of the atom and ĤI the operator describing the
light interaction, given by:

ĤI(t) = er ·E0(t) cos(ωLt). (2.17)

The general solution of (2.16) can be stated using the Dirac notation for the Eigenstates
|i〉 of ĤA:

|Ψ(r, t)〉 = c1(t) |1〉 e−iE1t/~ + c2(t) |2〉 e−iE2t/~, (2.18)

with ĤA |i〉 = Ei |i〉 and unknown coefficients ci(t). Substituting (2.18) into (2.16) and
multiplying from the left with |1〉 and |2〉 gives:

iċ1 = Ω cos(ωLt)e
−iω0tc2

iċ2 = Ω∗ cos(ωLt)e
iω0tc1,

(2.19)

where ω0 = (E2 − E1) /~ and the so–called Rabi–frequency Ω was introduced. This
frequency is defined as:

Ω =
〈1| er ·E0 |2〉

~
I' e |E0| 〈1| r · epol |2〉

~
, (2.20)

where step I assumes that the electric field is homogeneous at the position of the atom
and epol is the unit vector giving the polarisation of the field. As will become evident
in the next section for the case of rate equations, the squared Rabi–frequency, averaged
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over different spatial orientations of the atom, is of special interest. Using (2.20) this
quantity can be calculated to be:

〈|Ω|2〉pol =
e2 |E0|2

~2

1

4π

2π∫
0

π∫
0

|〈1| r · epol(φ, θ) |2〉|2 sin(θ)dθdφ

=
e2 |E0|2

~2

|〈1| r |2〉|2
3

≡ |E0|2
~2

|M12|2
3

,

(2.21)

where the absolute square of the transition dipole moment was defined as |M12|2 =
|〈1| er |2〉|2.

Equations (2.19) can further be translated into the density matrix formalism for the

two–level system. Using the definition ρij = cic
∗
j and d

dtρij =
(
dci
dt

)
c∗j + ci

(
dc∗j
dt

)
leads

to:

ρ̇22 = −ρ̇11 = −i cos(ωLt)
(
eiω0tΩ∗ρ12 + e−iω0tΩρ21

)
(2.22)

ρ̇12 = ρ̇∗21 = iΩ cos(ωLt)e
−iω0t (ρ11 − ρ22) . (2.23)

These equations can be further simplified by substituting cos(ωLt) = 1
2

(
eiωLt + e−iωLt

)
.

This leads to terms oscillating with ω0 + ωL and ω0 − ωL. Usually one is interested
in the effects of light near the resonance frequency ω0 of the transition, meaning that
ω0 +ωL � ω0−ωL. For this case, by expanding the ρij in a Taylor series and integrating
over time, it can be shown that the fast oscillating terms have a much smaller contribution
and can be neglected. This is usually called the rotating wave approximation and leads
to:

ρ̇22 = −ρ̇11 = −i1
2

(
ei(ω0−ωL)tΩ∗ρ12 − e−i(ω0−ωL)tΩρ21

)
(2.24)

ρ̇12 = ρ̇∗21 = i
1

2
Ωe−i(ω0−ωL)t (ρ11 − ρ22) . (2.25)

In addition, it is convenient to express the equations using the new definitions: δ =
ω0 − ωL, σ = eiδtρ12 and n = ρ22 − ρ11:

ṅ = −i (Ω∗σ − Ωσ∗) (2.26)

σ̇ = −i1
2

Ωn+ iδσ. (2.27)

So far not included in the formalism is the spontaneous emission of radiation. This effect
can not be derived from a semiclassical treatment of the light interaction and requires
to quantise the light field itself. In a semiclassical treatment the effect is included via an
additional damping term A21, that is usually motivated with the classical analogue of a
damped harmonic oscillator. Since this is out of the scope of this thesis, the end result,
referred to as optical Bloch equations, is simply stated here:

ṅ = −A21(n+ 1)− i (Ω∗σ − Ωσ∗) (2.28)

σ̇ = −i1
2

Ωn−
(
A21

2
− iδ

)
︸ ︷︷ ︸

=:γ

σ. (2.29)
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2.2.2. Rate equations

While (2.28) and (2.29) can now be used to calculate the wave function of a single two–
level atom, often one is only interested in the average populations ρ̄ii of an ensemble of
atoms and the rate at which they change. In this case, for specific types of radiation
and transitions, the optical Bloch equations can be further simplified to so–called rate
equations. A detailed discussion on this topic can be found in (Höppner et al., 2012),
while here the focus is on the most essential parts.

In a first step, (2.29) can be formally integrated to:

σ(t) = σ(0)e−γt︸ ︷︷ ︸
transient

− i
2

t∫
0

Ω(t′)n(t′)e−γ(t−t′)dt′, (2.30)

where the first transient term vanishes quickly and can be dropped. Substituting into
(2.28) then gives:

dn

dt
= −A21(n+ 1)− Re

 t∫
0

Ω(t)Ω∗(t′)n(t′)e−γ(t−t′)dt′

 . (2.31)

So far this equation still describes the dynamics of a single atom. Taking the arithmetic
mean n̄ ≡ 〈n〉 over many atoms produces:

dn̄

dt
= −A21(n̄+ 1)− |M12|2

3~2
Re

 t∫
0

K(t, t′)e−γ(t−t′)dt′

 , (2.32)

where (2.21) and the new definition K(t, t′) = 〈E0(t)E0(t′)n(t′)〉 was used. For com-
monly used light sources, the remaining time dependence of E0(t) is due to random
fluctuations. It is therefore reasonable to assume that E0(t) and n(t) are decorrelated,
which motivates the approximation K(t, t′) ≈ 〈E0(t)E0(t′)〉 n̄(t′). This relation is con-
nected to the spectral energy density W (ω) in J × s ×m−3 via the Wiener–Khintchine
theorem 〈E0(t)E0(t′)〉 = 2

ε0

∫
RW (ω)e−iω(t−t′)dω. Together with the definition of γ this

produces:

dn̄

dt
= −A21(n̄+ 1)− 2 |M12|2

3~2ε0
Re

 t∫
0

∫
R

n̄(t′)W (ω)e−i(ω−δ)(t−t
′)e−A21/2(t−t′)dωdt′

 ,
(2.33)

where γ was replaced by the original term from (2.29). In order to further simplify this
equation, it is desirable to remove n̄(t′) from the integral. This can be done by noting
that either

∫
RW (ω)e−iω(t−t′)dω or e−A21/2(t−t′) will be sharply centred around t, if the

energy spectrum is very broad or A21 is very large. These assumptions allow to replace
n̄(t′) → n̄(t), which is called the Markov approximation. Physically this means, that n̄
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has no memory of previous times. Solving the integral, which again involves dropping a
transient term, then leads to:

dn̄

dt
= −A21(n̄+ 1)− 2W21

π |M12|2
3~2ε0︸ ︷︷ ︸
=:B21

 1

πW21

∫
R

W (ω − ωL)
A21/2

(A21/2)2 + (ω − ω0)2)
dω


︸ ︷︷ ︸

=:ζ21

n̄,

(2.34)
where W21 =

∫
RW (ω)dω. B21 is the Einstein coefficient of stimulated emission which,

while not done here, can be shown to be connected to the Einstein coefficient of sponta-
neous emission A21:

A21 =
1

τ
=

~ω3
0

π2c3
B21, (2.35)

where τ is the natural lifetime of the excited state. The factor ζ21 is an overlap inte-
gral of the normalised energy spectrum of the light centred around ωL, and a Lorentz
distribution centred around ω0, describing the light spontaneously emitted by the atom.
Using the relations n̄ = ρ̄22 − ρ̄11 and ρ̄11 + ρ̄22 = 1, (2.34) can be cast into two coupled
equations for the populations:

dρ̄11

dt
= A21ρ̄22 +W21B21ζ21(ρ̄22 − ρ̄11)

dρ̄22

dt
= −A21ρ̄22 −W21B21ζ21(ρ̄22 − ρ̄11).

(2.36)

These are the general rate equations. While these equations are much easier to handle
than the optical Bloch equations, it is important to respect the simplifying assumptions
that were made in deriving them. Given a light field with Lorentzian shape and a full
width half maximum (FWHM) of ∆, two necessary conditions can be derived for (2.36)
to be justified:

A21 �
A21 + ∆

2
B21W21 �

A21 + ∆

4ζ21
. (2.37)

Given that these are fulfilled for each transition, (2.36) can be easily generalised to the
case of a multi–level atom. Using a new notation for the populations Πi = ρ̄ii and
excluding the treatment of degenerate levels, the equations become:

Π̇i = Σj [AjiΠj −AijΠi +WjiBjiζji(Πj −Πi)] . (2.38)

2.2.3. The AC Stark effect

Using equation (2.18) one can see, that the oscillating electric field induces a dipole
moment in the atom:

〈Ψ(r, t)| er̂ |Ψ(r, t)〉 = M12σ
∗eiωLt + c.c. (2.39)

This leads to an interaction energy of the dipole with the field:

EDip =
1

2
ed×E(r) ∝ |E|2 (2.40)
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that is proportional to the intensity of the light field. While the derivation is lengthy and
therefore omitted, it can be shown (Dalibard and Cohen–Tannoudji, 1985; Grimm et al.,
2000) that this interaction leads to a gradient force on the atom and can be described
by the effective potential:

Udip(r) = −~δ
2

ln

(
1 +

Ω2(r)

2δ2 +A2
21/2

)
. (2.41)

2.3. The level structure and transitions of C2
−

In the optimal case, a species considered for laser cooling would exhibit a strong tran-
sition, where the upper state can only decay to the lower state of the transition. In
nature it is usually not possible to find such a candidate, and so finding a transition in-
volves a trade–off between, among others, the strength of the transition and the number
of levels one has to repump in order to close the cooling cycle. For anionic molecules
such a survey was conducted in (Yzombard et al., 2015), where C2

− was singled out as
a suitable species. This anion exhibits three bound electronic states, with an electron
affinity (EA) of the ground state of EA = 3.269 eV (M. K. Ervin and Lineberger, 1991).
Concerning the implementation of a laser cooling cycle it has several favourable charac-
teristics. The lack of a hyperfine structure results in a reduction of complexity, which is
advantageous for the application in high magnetic fields as e.g. found in a Penning trap.
Given that it is a homonuclear species, the possible transitions are greatly restricted by
the selection rules presented in chapter 2.1.2. A practical advantage is also, that the
spectrum is well known and was extensively studied (Bruna and Grein, 2000; M. K.
Ervin and Lineberger, 1991; Jones et al., 1980; Mead et al., 1985; Rehfuss et al., 1988;
Rosmus and Werner, 1984; Royen and Zackrisson, 1992; Šedivcová and Špirko, 2006;
Shan-Shan et al., 2003). Part of the data presented in this section is based on the open
software pgopher (Western, 2017) together with an input file that was kindly provided
by Prof. Daniel Comparat and is based on spectroscopic constants from the literature
given above.

An overview of the electronic and vibrational level structure of C2
− can be seen in

figure 2.1. The molecule exhibits two bound excited levels A2Πu and B2Σ+
u . Due

to parity and the homonuclear character of C2
−, transitions between these two states

and pure ro–vib transitions are prohibited, which only leaves two possible electronic
transitions: B2Σ ↔ X2Σ and A2Π ↔ X2Σ. In order to minimise the population
of unwanted states and maximise the transition strength, it is reasonable to choose the
lowest vibrational levels for laser cooling. This leaves the two transitions2 B2Σ(v′ = 0)↔
X2Σ(v′′ = 0) at 541 nm and A2Π(v′ = 0)↔ X2Σ(v′′ = 0) at 2.54 µm. The B2Σ(v′ = 0)
state has a lifetime of τ = 75 ns and a total of eleven lower vibrational states of the
X2Σ electronic level. The first seven transitions B2Σ(v′ = 0) ↔ X2Σ(v′′ = 0, . . . 6)
are in the optical and near infrared, with wavelengths at 541, 598, 667, 753, 863, 1007
and 1206 nm. The lifetime of the B2Σ(v′ = 0) state corresponds to a decay rate of

2The convention in the literature is to denote upper level quantum numbers with ′ and lower with ′′.
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Figure 2.1.: Overview of the electronic and vibrational level structure of C2
− and C2.

The potential curves of the molecule were calculated using the empirical
function proposed in (Zavitsas, 1991), using spectroscopic parameters from
(M. K. Ervin and Lineberger, 1991; Šedivcová and Špirko, 2006). For C2 the
curves where shifted by the electron affinity EA = 3.269 eV. The vibrational
levels are based on equation (2.3) and constans from (M. K. Ervin and
Lineberger, 1991).
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2π × 2.1 MHz, which branches to the lower states with fractions of 72, 23, 5, 0.8, 0.1,
2× 10−4, 3× 10−5 and 4 × 10−6. In comparison, the A2Π(v′ = 0) state is much longer
lived with τ = 51 µs, corresponding to a decay rate of 2π × 3.1 kHz, and can decay to
only three lower vibrational levels. The transitions A2Π(v′ = 0) ↔ X2Σ(v′′ = 0, 1, 2)
are at wavelengths 2.54, 4.57 and 22.1 µm and branch with the fractions 0.96, 0.04 and
3× 10−4.

Laser cooling on the B2Σ(v′ = 0) ↔ X2Σ(v′′ = 0) transition was investigated in
(Yzombard et al., 2015). In comparison to using A2Π(v′ = 0) as excited state, the
benefit is clearly the strength and the smaller wavelength of the transition, allowing
for much faster cooling. On the downside there are significantly more lower vibrational
levels that need to be repumped in order to close the cooling cycle. Especially given
the rotational substructure of each vibrational level, this leads to a significant exper-
imental complication. For this reason, this thesis focuses on possible laser cooling on
the A2Π(v′ = 0) ↔ X2Σ(v′′ = 0) transition in order to complement the work that was
already done on the B2Σ(v′ = 0) ↔ X2Σ(v′′ = 0) transition. The goal is to enable an
informed decision, based on the merits and disadvantages of the two possibilities.

Figure 2.2 gives an overview of the A2Π(v′ = 0, J ′ = 1/2) ↔ X2Σ transitions and
the rotational levels involved for molecules in a magnetic field of 50 µT, which is the
same order of magnitude as the earth magnetic field. With Γtot < 2π × 10 MHz the
A2Π(v′ = 0, J ′ = 1/2)↔ X2Σ(v′′ = 2) decay channel only becomes relevant for pumping
durations of ∼ 100 s and can therefore usually be neglected. For this reason its rotational
substructure is omitted in the graphic, but is analogous to v′′ = 0, 1. Given that one of
the strong A2Π(v′ = 0, J ′ = 1/2) ↔ X2Σ(v′′ = 0, J ′′ = 1/2) transitions is used for the
cooling, this leaves eleven dark states that need to be repumped.

While the shown structure is relevant in the case of laser cooling in a Paul trap or for
spectroscopy, the large magnetic fields in a Penning trap make a notable difference: figure
2.3 shows the transitions from only one of the upper levels A2Π(v′ = 0, J ′ = 1/2,M ′ =
+1/2) ↔ X2Σ for a magnetic field of 1 and 5 T. The breakdown of the mixing of the
angular contributions leads to additional transitions, which are forbidden in the low
field case. However, the enlarged splitting of the A2Π(v′ = 0, J ′ = 1/2,M ′ = ±1/2) levels
allows to easily resolve them, thereby reducing the number of possible decay channels.
Using A2Π(v′ = 0, J ′ = 1/2,M ′ = 1/2) ↔ X2Σ(v′′ = 0, J ′′ = 1/2,M ′′ = 1/2) for cooling,
then leaves a total of 15 levels that need to be repumped. The A2Π(v′ = 0, J ′ = 1/2)↔
X2Σ(v′′ = 2) decay channel was neglected for the same reasons as before.

2.4. Discussion of relevant dynamics in a Penning trap

This section discusses the physics of charged particles in a Penning trap, to the extent
that is necessary for the understanding of the upcoming sections. Especially for the
case of larger ion clouds, the dynamics become complex and the theoretical treatment
cumbersome. For this reason a detailed description is out of the scope of this thesis and
the reader is referred to (Dubin and O’Neil, 1999) for an overview of the topic, (Davidson,
2001) for a detailed treatment of nonneutral plasmas and (Knoop et al., 2014; Major
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Figure 2.2.: Overview of the A2Π(v′ = 0, N ′ = 1, J ′ = 1/2,M ′ = ±1/2) ↔ X2Σ transi-
tions in a magnetic field of 50 µT. Given the small overall branching fraction,
the rotational structure of the A2Π(v′ = 0, N ′ = 1, J ′ = 1/2,M ′ = ±1/2) ↔
X2Σ(v′′ = 2) transition is not shown. The two upper states are treated as
degenerate due to their small splitting.
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branching fraction.
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et al., 2005) for an introduction.

2.4.1. Confinement and conservation of angular momentum

Penning traps use the combination of an axial magnetic field for radial and an electric
quadrupole field for axial confinement of charged particles. The dynamics of an ion
cloud with N identical particles with charge q is described by the following Hamiltonian
in cylindrical coordinates:

H =
N∑
j=1

 p2
rj

2m
+

[
pθj − q

2Bzr
2
j

]2

2mr2
j

+
p2
zj

2m

+
N∑
j=1

qφT(rj , zj) +
1

2

∑
i 6=j

q2G(ri − rj).

(2.42)

Here, φT(rj) is the electric quadrupole potential of the trap, G(ri − rj) describes the
inter–particle Coulomb interaction and the mirror charges induced in the trap electrodes
and

prj = mṙj pθj = mr2
j θ̇j +

q

2
Bzr

2
j pzj = mżj (2.43)

are the canonical momenta. Since (2.42) is time independent due to ∂H
∂t = 0 and exhibits

cylindrical symmetry, it follows that energy and the total canonical momentum are
conserved:

H = E = const Pθ =
N∑
j=1

pθj = L = const. (2.44)

This already leads to a strong statement of particle confinement by writing:

L =
N∑
j=1

mrjvj + qAθ(rj)rj '
qBz

2

N∑
j=1

r2
j . (2.45)

Here, Aθ(rj) =
Bzrj

2 was used. For the usual values of Bz in Penning traps, the last
approximation is well justified. Conservation of angular momentum therefore acts as a
statistical bound on the radial orbit that the particles can reach.

By examining the dynamics in a frame rotating at the frequency −ω around the
magnetic field axis, further insights can be made. The Hamiltonian in the rotating
system is simply given by HR = H + ωL and from now on capital letters will be used
to denote the coordinates and velocities in the rotating frame. HR can be expressed in
velocity variables using pΘj = mR2

j Θ̇j + q
2BzR

2
j − m

2 ωR
2. This results in (see A.2 for

details):

HR =
N∑
j=1

m

2
V2
j +

N∑
j=1

qφT(Rj , Zj) +
1

2
mω(Ωc − ω)R2

j︸ ︷︷ ︸
=:qφR(Rj ,Zj)

+
1

2

∑
i 6=j

q2G(Ri −Rj). (2.46)
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Here, the cyclotron frequency Ωc = qBz

m and the effective trap potential φR have been
defined, as seen by the particle in the rotating frame. A closer inspection of φR shows,
that it has three contributions: the electric trap potential φT, a centrifugal term ∝
−ω2R2

j and a term ∝ ΩcωR
2
j coming from the rotation of the particles in the magnetic

field. By choosing the right quadrupole potential φT and parameters in 1
2mω(Ωc−ω)R2

j ,
the quadratic dependence on Rj can therefore be used to create a radially confining
potential.

2.4.2. Trap frequencies and dynamics

It is instructive to look at the dynamics of a single particle for the specific choice of

a quadratic electric potential: φT(R,Z) = mΩ2
z

2 (Z2 − R2/2). Here Ωz is defined by
the confinement voltage of the trap. Using this, the single particle Hamiltonian in the
rotating frame becomes:

HR =
m

2

(
Ṙ2 +R2Θ̇2 + Ż2

)
+
m

2
Z2Ω2

z +
m

2
R2
(
ω(Ωc − ω)− Ω2

z/2
)
. (2.47)

It has to be pointed out, that ω is merely a parameter of our choosing, defining the
rotating frame. With that in mind one can see, that for certain choices the effective
potential m

2 R
2
(
ω(Ωc − ω)− Ω2

z/2
)

vanishes. These frequencies are the single particle
modified cyclotron ωs

+ and magnetron frequency ωs
− and are given by:

ωs
+ =

1

2

(
Ωc +

√
Ω2

c − 2Ω2
z

)
ωs
− =

1

2

(
Ωc −

√
Ω2

c − 2Ω2
z

)
. (2.48)

It can be shown (Major et al., 2005) that the general radial motion of a particle in the
laboratory frame is a superposition of oscillatory motions at these frequencies and an
oscillation with frequency Ωz in the decoupled axial direction:

x(t) = R+ cos(ωs
+t+ ϕ+) +R− cos(ωs

−t+ ϕ−)

y(t) = − q

|q|
[
R+ sin(ωs

+t+ ϕ+) +R− sin(ωs
−t+ ϕ−)

]
z(t) = Rz cos(Ωzt+ ϕz).

(2.49)

Here R+;−;z and ϕ+;−;z are defined by the initial conditions. The motion in the laboratory
frame is illustrated in figure 2.4 for a specific set of parameters.

The treatment of the many–particle case is more difficult and often involves the use of
computer simulations. An exception is a “hot” and “large” plasma, for which a mean field
description of the particle–particle interaction leads to analytic results. The meaning of
“hot”and“large”non-neutral plasmas will be discussed in the upcoming section, together
with their dynamics in a Penning trap. In a hot plasma, the mean thermal energy of
each particle is dominant over the Coulomb energy with its nearest neighbours. This is
quantified by the coupling parameter Γ:

Γ =

(
1

4πε0

q2

aWS

)
(kBT )−1 aWS =

(
3

4πn0

)1/3

, (2.50)

27



-1.0 -0.5 0.0 0.5 1.0

-1.0

-0.5

0.0

0.5

1.0

x / |R++R-|

y
/
|R

+
+
R

-
|

Figure 2.4.: Illustration of the single particle trajectory in a Penning trap, for a specific
set of parameters: Ωc = 5Ωz, R− = 10R+. Left: Projection of the motion on
the x–y plane. Right: 3D plot of particle motion for the same parameters.

where n0 is the particle density of the plasma, and aWS the corresponding Wigner–
Seitz radius. For Γ� 1 correlations between particles are small and the plasma can be
described by a Boltzmann distribution:

f(R,V) =
N exp

(
− 1
kBT

(h+ ωpΘ)
)

∫
d3Rd3V exp

(
− 1
kBT

(h+ ωpΘ)
)
,

(2.51)

where h is the single particle Hamiltonian

h =
m

2
V 2 + qφ(R) (2.52)

and φ(R) the mean–field (or Vlasov) electric potential:

φ(R) = φR(R) + q

∫
d3R′d3V′f(R′,V′)G(R−R′)︸ ︷︷ ︸

=:φP(R)

(2.53)

making (2.51) a recursive definition. In equilibrium, the charges in the plasma will
arrange themselves in such a way that all electrostatic fields are shielded and (2.53)
becomes constant:

φ(R) = φ(R,Z) = φR(R,Z) + φP(R,Z) ' const. (2.54)

This is where the assumption of a large plasma comes into play, where large means much
bigger than fringe effects on the edge of the plasma, which are caused by the thermal
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motion of the particles. The size of this region will be quantified at the end of this
section. Given that this assumption holds, Poisson’s equation 4φ = − q

ε0
n(R,Z) can

be used to relate the density of the plasma in the shielding region with the effective
potential in the rotating frame:

q2

ε0
n = −q4φP = q4φR = 2mω(Ωc − ω), (2.55)

where 4φT = 0 was used. This relation is a powerful statement about the dynamics of
a plasma in equilibrium. Given a plasma density n, (2.55) determines ω:

ω± =
1

2

(
Ωc ±

√
Ω2

c − 2Ω2
p

)
Ωp =

√
q2n

mε0
, (2.56)

with the new definition of the plasma frequency Ωp. This can be interpreted in the
sense, that in the laboratory frame, the plasma is homogeneously distributed up to a
certain surface of revolution and rotates without shear around the axis of symmetry. The
possible frequencies are defined by (2.56) and depend on the plasma density, entering Ωp,
and the strength of the magnetic field, which is contained in Ωc. It might be surprising
that there are two possible rotation frequencies for equal plasma densities. This is
explained by the fact that the two solutions correspond to different values of the total
energy and angular momentum, where the angular momentum is equal but opposite in
sign. Defining these, therefore also defines ω. In the rotating frame, the single particle
Hamiltonian expressed for the canonical momentum and using the mean–field potential,
can be cast into the shape:

hR =
1

2m

p2
R +

1

R2

pΘ −
mR2

2
(Ωc − 2ω)︸ ︷︷ ︸

=:Ωv


2

+ p2
Z

+

[
eφ(R,Z) +

mR2

2
ω(Ωc − ω)

]
.

(2.57)
Analogously to the single particle motion discussed earlier, this implies rotation with a
modified cyclotron frequency, which is denoted vortex frequency :

Ωv± = Ωc − 2ω± = ±
√

Ω2
c − 2Ω2

p. (2.58)

The plasma dynamics can therefore be summarised as follows: for a given density n and
magnetic field B, the plasma rotates as a whole around the trap–symmetry axis with
frequency ω±, where the sign is defined by the total energy and angular momentum. The
individual particles perform an additional rotation at frequency Ωv±, where the sign is
defined by ω±. For ω± = Ωc

2 the vortex rotation vanishes and the plasma becomes a rigid
rotator. This case equally constitutes the highest possible compression of the plasma,
and is called the Brillouin limit with the corresponding density:

nB =
B2ε0
2m

. (2.59)
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It still needs to be quantified, to which extent the fringe effects of the plasma can be
neglected. To this end, it is instructive to look at the following thought experiment.
Imagine a neutral plasma of mobile negative charges of density nn embedded in a back-
ground of fixed positive charges with equal density np = nn. If a plane and perfectly
transparent mesh is used to define the potential φ0 at x = 0, the mobile negative charges
will redistribute and try to shield out the newly present electric field3. This effort of
the charges is hindered by their thermal motion which only allows perfect shielding at
larges distances from the mesh. By analysing the shielding in the vicinity of the mesh,
the fringe size of non–neutral plasmas can be estimated.

Again assuming a hot plasma, the negative charges are described by (2.51). While
it is not shown here, it can be deduced that the equilibrium density distribution of the
negative charges is given by (Chen, 1984, p.8; Dubin and O’Neil, 1999, p.95):

nn(x) = n∞ exp

(
eφ(x)

kBTn

)
, (2.60)

where n∞ = np = const. is the plasma density at infinity where φ(x) vanishes. The
electric potential has to satisfy Poisson’s equation:

ε04φ(x) = ε0
∂2φ(x)

∂x2
= −e(np − nn(x)) (2.61)

which after substitution of (2.60) leads to:

ε0
∂2φ(x)

∂x2
= en∞

(
exp

(
eφ(x)

kBTn

)
− 1

)
. (2.62)

The fringe region is characterised by the fact, that the thermal motion dominates over
the electric potential eφ(x) � kBTn. It is therefore possible to expand the term in

brackets into a Taylor series: exp
(
eφ(x)
kBTn

)
−1 = eφ(x)

kBTn
+ 1

2

(
eφ(x)
kBTn

)2
+ . . . . Using this leads

to the approximation:

∂2φ(x)

∂x2
' e2n∞
ε0kBTn

φ(x). (2.63)

This motivates the definition of the so–called Debye length which gives a length scale of
the shielding in a plasma:

λD =

√
ε0kBT

ne2
. (2.64)

Saying that a plasma is large, therefore refers to its dimensions being much bigger than
its corresponding Debye length. This equally means, that fringe effects only affect a
small region on the periphery of the plasma.

3It is assumed, that the mesh is isolated and no recombination with the charges can occur.

30



2.4.3. Centrifugal separation

While Penning traps can only confine either negatively or positively charged particles due
to the dependence of (2.45) on the sign, their respective charge to mass ratios ρi = qi

mi

can vary. It is therefore possible to trap species with different ρi in the same trap. The
interaction of the particles with each other and with the trapping field then leads to
additional plasma dynamics. A practically very important effect is so–called centrifugal
separation, which can occur if multiple species with varying ρi are confined in the same
trap. While a detailed treatment is out of the scope of this thesis (see Dubin and O’Neil,
1999, p.106), it is interesting to discuss the qualitative nature of this effect.

Two particles with charge to mass ratios ρ1 < ρ2 at the same radius in the trap are
rotating at different speeds. The Coulomb interaction therefore leads to a drag force
that causes the species with lower ρ to move towards the center, while the other moves
outward. This causes the plasma to form radial shells for each ρi, which, due to the long
range nature of the Coulomb interaction, are separated from each other. The degree of
the separation depends on the temperature and density of the plasma and is quantified
by the Debye length (2.64). A pictorial example of the phenomenon can be found in
section 2.5.1.

2.5. Simulation of different cooling schemes in a Penning trap

The following two subsections present simulations that were performed to evaluate dif-
ferent implementations of the laser cooling. They resulted in two publications, which are
reproduced in subsections 2.5.1 and 2.5.2. The first one discusses Doppler selective pho-
todetachment cooling and standard Doppler cooling on the X2Σ(v′′ = 0)↔ A2Π(v′ = 0)
transitions. In addition, the effects of the centrifugal separation on the sympathetic cool-
ing are discussed for the case of C2

− and antiprotons in a Penning trap. The second
publication discusses a novel approach on laser cooling, using the optical dipole force
exerted by a high intensity laser. It also includes a discussion of the sympathetic cooling
performance of particles in the mass range of 1− 50 u by C2

−.

2.5.1. Publication: Photodetachment and Doppler laser cooling of anionic
molecules

This publication is referenced as (Gerber et al., 2018). The author of this thesis con-
tributed its main content, which are the simulations and the graphs which present their
results, as well as parts of the text.

31



New J. Phys. 20 (2018) 023024 https://doi.org/10.1088/1367-2630/aaa951

PAPER

Photodetachment and Doppler laser cooling of anionic molecules

SebastianGerber1,3,4 , Julian Fesel1,3,MichaelDoser1 andDaniel Comparat2

1 CERN, European Laboratory for Particle Physics, 1211Geneva, Switzerland
2 Laboratoire AiméCotton, CNRS,Université Paris-Sud, ENSParis Saclay, Université Paris-Saclay, Bât. 505, F-91405Orsay, France
3 These authors contributed equally to this work.
4 Author towhomany correspondence should be addressed.

E-mail: sebastian.gerber@cern.ch

Keywords:non neutral plasma, anionicmolecules, sympathetic Doppler cooling, Penning trap

Abstract
Wepropose to extend laser-cooling techniques, so far only achieved for neutralmolecules, tomolecular
anions. A detailed computational study is performed for C2

-molecules stored in Penning traps using
GPUbasedMonteCarlo simulations. Twocooling schemes—Doppler laser cooling andphotodetach-
ment cooling—are investigated.The sympathetic cooling of antiprotons is studied for theDoppler
cooling scheme,where it is shown that cooling of antiprotons to subKelvin temperatures could becomes
feasible,with impacts on thefield of antimatter physics. The presented cooling schemes also have
applications for the generationof cold, negatively chargedparticle sources and for the sympathetic
cooling of othermolecular anions.

1. Introduction

Atomic andmolecular anions are relevant in a variety of differentfields starting from the chemistry of highly
correlated systems [1], the studies of planetary atmospheres [2], negative superhalogens [3] to the interstellarmedium
[4, 5]. The studyof theprocesses inwhich the anions are involved is currently hamperedby their synthesis at ultracold
temperatures.Up tonow, temperatures of at best severalKelvinhave been achieved via supersonic expansionof
anionic gas followedby resistive, buffer gas or electron cooling in cryogenic environments [6–11]. Theutilizationof
laser cooling techniques, routinelyused forneutrals, positive ions andneutralmolecules (SrF,YO,CaF) [12–14],
could for thefirst time allow the investigationof anionic systems at subKelvin temperatures. In abroader perspective,
cooling even a single anion specieswould enable one to cool anyothernegatively chargedparticles via sympathetic
cooling including e−, atomic andmolecular anions and antiprotons.The latter are relevant for antihydrogen (H̄)
experiments, since even thoughfirst spectroscopic results on the1S–2S transitionof H̄ havebeen recently obtained
[15], their current sensitivity toCPTviolations is not yet competitivewith that obtainedwith antiprotons [16, 17]or
positrons [18]. Further,measuring the gravitational interactionbetweenmatter and antimatterwith similar
precisions as has been accomplished formatter experiments [19, 20] requires full control of the external and internal
state of H̄ and temperatures belowmK.More generally, the precisionof future H̄ experiments strongly correlates
with the temperature atwhich H̄ canbeprepared.Current techniques that rely on forming H̄ by interacting p̄ and e+

whichhavebeenpre-cooled in a cryogenicPenning trap achieve H̄ temperatures in the regionof 10 K [15]. The
creationof ultracold H̄ via the resonant charge exchangeof antiprotonswithortho-positronium (o-Ps) is potentially,
limitedonly by the recoil limit of the constituents [21].

This goals of obtaining ultracold H̄ has recently sparked theoretical and experimental investigations to use
laser-cooled atomic anions likeOs− and La− [10, 22–24]. As another approach to this yet-to-be-realized
procedure,molecular anions are a potential candidate for laser cooling down to themK regime and have been
studied in [11]. In [25] a Sisyphus cooling scheme using optical dipole forces was investigated including the
sympathetic cooling of other anions.Here, similarly toDoppler cooling, optical dipole force cooling relies on
multiple lasers that repump the population of the coolant in a quasi closed cycle.

In this article, an easy-to-implement scheme relying only on twooptical transitions is presented as
photodetachment cooling. In this scheme, a selective fractionof C2

-moleculeswithhighkinetic energies canbe
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removedby two-stage laser inducedphotodetachment, hereby reducing the temperature of the remainingparticles
after reachingplasma equilibriumonce again.While commonly applied for the spectroscopyof anionic systems
[26, 27] and recently for the controlledmanipulationof the internal states ofmolecular anions [28], photodetachment
is, to our knowledge, for thefirst time investigated for thepurposeof cooling trapped anions inPenning traps. In [29]
evaporative coolingof anions in a rf trapwas theoretically investigatedusingone laser slightly detunedbelow the
photodetachment threshold. Further, in this article the feasibility of the sympathetic coolingof antiprotons in a
Penning trapunder realistic experimental conditions arediscussedusing theDoppler coolingmethod.Both studies
are performedon themolecular anion C2

-. Amongmanypossible candidates, C2
-has the advantage of awell-known

level structure anddue to its homonuclear character the B Au u
2 2S  P+ decay channel is forbidden [30–34].

Furthermore, it haswell suitedbranching ratios between B v X v0 02 2S ¢ = « S  =( ) ( ) groundvibrational states of
72%andbetween A v X v0 02

1 2
2P ¢ = « S  =( ) ( ) of 96%. In comparison to atomicLa−,molecular C2

-has a
similar dipole transitionbut exhibits nounwantedphotodetachment, nohyperfine structure and canbeproduced at
low sub-eVkinetic energies [35]. Figure 1(a) shows anoverviewof the electronic andvibrational level structure of C2

-

andC2.Thepotential curves of themoleculewere calculatedusing the empirical functionproposed in [36], using
spectroscopic parameters from [32, 37]. The vibrational levels are basedon constants from [37]. ForC2 the curves
where shiftedby the electron affinity EA=3.269.The rot–vib and electronic spectra of C2

-were simulatedusing the
programPGOPHER [38].

2. Sympathetic Doppler cooling of C p2
- ¯

C2
- can be produced fromplasma discharge of acetylene with internal energies in the sub-eV range at densities of

1013 m−3 [35, 39]. After selection of C2
- in amass spectrometer, the anions can be trapped in a Penning trap. In

sequence, p̄ can be trapped in the same Penning trap at a different axial position. Starting from typical
experimental conditions that are achieved at CERN’s AntiprotonDecelerator facility approximately 105 p̄ can be
caught and initially electron-cooled to eV kinetic energies [15, 40–42]. The p̄ can then bemixedwith the C2

- and
with priorly loaded e− using potentialmanipulations, similarly as demonstrated in the preparation of different
charge-to-mass-ratio species plasmas [43, 44]. Using electron cooling after themixing process and considering a
1 TPenning trap at 10 K, temperatures of the eC p2

- -¯ ensemble around 100 K can be realizedwithin a few tens
of seconds [45]. Subsequently, by lowering the axial trapping potential confining the particles allows for
additional evaporative cooling and the preparation of themixed plasma at about 10 K [46].

In the trap theE×Bfield causes an azimuthal drift of the particles about themagnetic field axis. At a same
radius the difference inmass of the two species will result in a difference in centrifugal force andwith that

Figure 1. (a)Molecular potential energy of C2
- versus internuclear separationwith the electronic and vibrational levels including two

neutral C2 (X a,g u
1 3S P+ ) curves [37]. TheX–A (red) cooling transitions and the photodetachment (blue,λpd) transition are indicated

with arrows. (b)Zeeman splitted vib–rot sublevels in a 1 Tfield showing the laser for theDoppler cooling scheme. The electron spin
1

2
is

coupled to the rotational quantumnumberN to form the full angularmomentum J and its projectionMon themagneticfield axis. The v
″=0 and v″=1manifoldof theX state and the excitedA states are shown (not to scale). The twoDoppler cooling lasers (DL, red)
addressing the ground states at 2.54 μmaredepictedwith their detuningsΔν. The six repumping lasers are sketched (RL, gray) at
2.54 μmand4.59 μm, respectively. Reproduced from [25]. CCBY4.0.
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rotation rate. Collisional drag gives rise to a separation of the particles with the lighter p̄ drifting inwards and the
heavier C2

-outwards. In thermal equilibrium the rotation of the plasma is rigid at a frequencyωr [43]. In the
limit of zeroDebye length, the density nj of species j is then determined byωr as nj=2ò0mjωr (Ωj− ωr)/e

2, with
mj andΩj the respectivemass and cyclotron frequency [43]. For the case ofΩj?ωr the plasmawill evolve to a
spheroidal shapewith approximately equal densities andωr=e n/(2ò0B). Axially, the particles oscillate with a
frequencyωz,j=2π×vT,j/2lj, with v kT mT j z j, = the thermal velocity and trapping length lj.

In order to study the effect of sympathetic cooling, figure 2(a) shows a simulation ofDoppler cooling a C p2
- ¯

plasma confined in a 1TPenning trap. TheCoulomb particle–particle interaction and the trapping field is
simulated for a total of 1848 C2

- and 200 p̄with time steps that resolve the cyclotronmotion of the p̄ including
N-body space charge effects. To scale the simulation to experimentally typical particle numbers of N 10p

5~¯
with a particle ratio of N N10C p2

~- ¯ and to investigate possible geometrical plasma effects theCoulomb
interaction force between the particles is increased by a factorCf=5000without affecting the particle-trap
interaction. For this case, the simulation is shown infigure 2(c). The computation is performed on aGPU
running on themass parallel platformCUDA and theN-body algorithmdescribed in [47]. Afifth order
Dormand–Prince integrator is used to calculate the force equation each time step [48].

To implementDoppler cooling in the simulation, the lasers are applied along the z-axis andparallel to themagnetic
trappingfield, that acts as aquantization axis. In this configurationonlyΔM=±1 laser transitions are allowed,
whereas spontaneousdecays fromthe excited states canoccuronΔM=0,±1 transitions. Figure1(b)depicts the
relevant vib–rot C2

- levels in the1 Tfield togetherwith the lasers forDoppler cooling.The transition strength
probabilities of the excited A v N, 0, 1¢ = ¢ = ñ∣ state to theX state vibrational levels are 96, 4, 2×10−6 (percentageof
theFranck–Condon); thenatural linewidthof the excited state isΓsp=2π×3.13 kHz [30, 32–34, 37]. Twonarrow-
band lasers at 2.53μmaddress the two X v N M A v N M, 0, 0, , 0, 1,1

2

1

2
 =  =  =   ¢ = ¢ = ¢ = 

transition.The cooling lasers are reddetuned fromresonancebyΔν. Inorder to achieve aquasi closed transition cycle
of thepopulations twoadditional 2.53μmlasers repump the X v N J, 0, 2, 2.5, 1.5 =  =  = ñ∣ manifoldswith
imprinted sideband structures at 63MHz (Thepower ratios of the carrier,first and secondorder sidebandare
consideredwith amodulation indexof 1.8 as I0≈2I1≈I2). Each repump laser thenaddresses fourΔM=±1
transitions. Fromeachof the twoexcitedA states there are six allowedΔM=0,±1 transitionsback toX into the
J″=1.5, 2.5 states and two transitions into the J″=0.5 states. In a similarway, a total of four additional repump lasers
at 4.59μmare required to address the X v, 1 = ñ∣ ro–vib levels. In total 20 laser induced transitions and32
spontaneousdecays are tobe considered for thequasi closed cycle.

In the limit ofΓsp=δν, assuming typical IR-DFB laser linewidths of a fewMHz in the simulation, the average
cooling force from theDoppler cooling transitions [49, 50] is calculated for each time stepusingEinstein’s rate
equations [51]. In steady-state thepopulation is then evenlydistributedbetween allmolecular substates. Thus,
molecules resonantwith thedetunedDoppler lasers are selected in the force equation and experience anet cooling
force F lA ki i i= per time step,with ki thewave vector of the respective cooling transition i.Here,Ai is theEinstein
coefficient of oneof the twoDoppler cooling transitions and l is the fractionof the steady-state population in the
excited state as l 1 0.045j= å = , as inverse to thenumber of all levels j fromfigure 1(b). For the simulation, the

Figure 2. Simulation of sympathetic cooling in a 1 TPenning trap for a Coulomb factor of (a)Cf=1 and (c)Cf=5000 using a
Doppler cooling force scaled by 104, see text for details. The confidence intervals are obtained fromBoltzmannian fits to the particle
velocity distributions. The temperature evolution of 1848 C2

- (solid, red) and 200 p̄ (dotted, blue) are calculated. In both plots the
laser detunings are adjusted to the half width of theDoppler broadenedVoigt profile in 4 steps fromΔν=−39 MHz to
Δν=−3.4 MHzusing a laser linewidth of δν=1 MHz.Histogramof the axial velocity distribution in (b) forCf=1 and (d) for
Cf=5000 together with the radial plasma profile for three corresponding times for C2

- (red) and p̄ (blue).

3
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Doppler and repumper lasers are calculatedwith circular polarizations and linewidths of δν=1MHzand linear
polarizations and linewidths of δν=3MHz, respectively. For all lasers a power of 3mWandawaist of 1.5mmis
used.The resulting average cooling force leads to a cooling timeon theorderof several secondsperKelvin. Inorder to
simulate theplasma evolutionover awide temperature rangewithinpractically accessible simulation times the
cooling force used in the following simulations is increasedby a factor of 104.

The particles are initialized at a temperature of∼10 K and at a density of n=8×1011 m−3. For the case of
Cf=1 infigure 2(a) cooling of the C2

- togetherwith sympathetic cooling of p̄ is seen to temperatures of∼4 mK
after 50 ms.Without the factor 104 increase in the cooling force and for the parameters used infigure 2, the
average number of scattered photons then corresponds to 1.3×105, with the velocity removed per photon
recoil from the two cooling transitions as v k mi i C2

D = -. Due to the unpumped X v, 2 = ñ∣ states, after
Doppler cooling a total of 26%of the anions are then expected to end up in these excited vibrational states.

For theplots infigure2, the temperature values areobtained fromBoltzmannianfits of the velocityhistograms in
axial zdirection,pictured infigure 2(b) for p̄ at threedifferent times togetherwith the corresponding radial plasma
profiles in thex–yplane.At C2

- temperatures of 1.3mKthe couplingparameter that describes the correlated systemas
e akT42

0pG = ( )with theWigner–Seitz radiusa=(3/4πn)1/3 approaches values ofΓ∼174,where thefirst-
order liquid-solidphase transition to a crystallineplasma state is expected.The crystallizationprocess is visible in the
formationof radial plasmapatterns as a functionof theplasmaaspect ratios, density andmagneticfield [52],which are
precursors to the formationof bcc-lattice planes [43]. For thepresent trappinggeometry two shells are exhibitedwith
anouter plasma radiusofRp=0.2mm.Nopronounced centrifugal separationof the two species is visible,with the
separation lengthdefinedby l kT m m Rrsep C p

2
p2

w= --(∣ ∣ )¯ reachingvalues ofRp for temperatures ofT∼10mK
[43]. Infigure2(c)usingCf=5000and leaving all otherparameters identical theparticles attain temperatures of 3mK
and500mKfor C2

- and p̄, respectively, after a simulated timeof∼50mswith theonset of a temperaturedifference at
about 3 K. Introducing theCoulomb factorCf effectively scales the couplingparameterΓc=Cf

2/3Γwithac=Cf
1/3a.

At 3 KΓc yields about 174,where the formationof three radial shells are visible for thepresent parameters.Here,with
lsep=Rp centrifugal separationof the two species starts tobe visible at a simulated cooling timeof 20mswith the
lighter p̄ predominantly concentrated in the inner shell limiting the sympathetic cooling via viscousdrag to theouter
C2
-. Further, by increasingCf closebinary collisionsdominate toproduce equipartitionof the axial and radialmotions,

where the equipartition rate becomes exponentially smallwith increasingb/rc, the ratioof thedistanceof the closest
approachb=e2/(4πò0kTz) and the cyclotron radius rc=vT,j/Ωjof the two species [53, 54]. This effect further
contributes to theobserveddifference infinal temperaturebetween the C2

- and p̄.
Wehave further checked an intermediate simulationusingCf=100where the onset of the temperature

differenceoccurs at about 0.2 Kwith thefinal temperatures of 30mK for p̄ and10mKfor C2
- consistentwith a

crystallization and theΓc scaling.The simulations shown infigure 2 indicate that for the typical parameters
considered, sympathetic coolingof p̄ using C2

- is expected toworkover a large rangeof temperatures down to
subKelvin. Further, the sympathetic coolingoccurswithin about 1ms in agreementwith [55]on time scalemuch
faster than the effect of the amplifiedDoppler cooling. This still holds for the simulation including aCoulomb factor.

3. Photodetachment cooling of C2
-

Tocool specieswithmultilevel structures such as C2
-using theDoppler scheme requiresmastering a full set of lasers to

absolute frequencyprecisions on theorderofMHz.Additionally, for species facedwithnarrowdipole transitions
cooling times of theorderofminutes have tobe considered against plasmaheating rates inPenning traps [56]. As a
different coolingmethodwe shall nowstudyphotodetachment cooling relyingononly two lasers.Here, aDoppler
selective laserwith energy E hc 2.53 mD m= (1MHz, 3mW) andawaist of 1mmaddresses the

X v N M, 0, 0, 1

2
 =  =  = ground state. By that a fractionofmolecules in a velocitywindowresonantwith the

laserfield is transferred to the excited state A v N M, 0, 1, ;1

2
¢ = ¢ = ¢ = for cooling the laser frequency is chosen

to selectmoleculeswithhighkinetic energy. Fromthe excitedA state, a second laser atλpd then transfers the
population above thephotodetachment threshold, EA, splitting C2

- intoneutralC2 andphotoelectrons, seefigure1(a).
In ordernot to address the ground states the energy of thephotodetachment laserEpd=hc/λpdmust be

Epd<EA.The corresponding total photodetachment cross sectionσA from the state A v, 0¢ = ñ∣ for varying photon
energyEpd canbe calculated as the sumover thepartial cross sectionsσp for all quantumnumbers iof theC2 states
obeying energy conservation, E PA ipd p FCs s= å( ) [57, 58],whereσp is derivedbyGeltman for homonuclear
diatomic anions in [59] andPFC is the relativeweight of the transition givenby theFranck–Condon factor.A
calculation including themolecular potential energies shown infigure 1(a) results in a lower limit of
σA/cm

2=3.5×10−17 [60, 61]. The cross section forEpd close to the thresholdEA−ED is significantly lower
reachingσA/cm

2∼1×10−19. The expectedphotodetachment rate is then givenbyΓpd=σA I/Epd for a laser
intensity I andhas tobe seen in comparison to the total natural decay rate of the excited state ofΓsp=19.7ms−1

[32, 33]. ExperimentallyΓpd>Γsp can, for example, be realizedwith a frequency-doubledTi:sapphire laser system
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enhanced in a lowfinesse cavity at 380 nm (3.26 eV) close to theEA threshold.While theneutralC2moleculeswill
escape the trappingpotential after photodetachment of C2

-, the releasedphotoelectronswill continue toCoulomb-
interactwith theplasma.Thephotoelectrons’ angular distributionherebydependson the angularmomentumof C2

-.
Thedistribution canbedescribedby theCooper–Zaremodel [62, 63] and for simplicitywill be approximatedby an
isotropic character for the following simulation.Thekinetic energyof thephotoelectrons is dominatedby the residual
binding energy givenby thedifferencebetween the combinedphotonenergy and thephotodetachment threshold,
E E E EAe Dpd= + -- , and can take values ofEe−<0.47 eV.Only the fractionof released electronswhichhave a
kinetic energy projection along the trap axis smaller than the axial confinement potential of the space charge plasmaU
will stay trapped.This canbe expressedby the limit angleβ=acos U Ee-( ) that defines the fractionof trapped
photoelectrons as 1 sin d

0òh f f= -
b ( ) . These electronswill thus continue to equilibratewith theplasmadue to

Coulombcollisions and their coupling to the black-body radiationof the environment.
The described processes are simulated infigure 3(a) for 1000 C2

- particles in a 1 T Penning trap for a
photodetachment rate ofΓpd=85 ms−1 and an axial confinement ofU=20 mV. Employing Einstein’s optical
rate equations on all relevant transitions shown infigure 2(b), the pumping and photodetachment process is
included using theMonte Carlomethod. In the simulation, the plasma isfirst initialized at a density of
n=5×1012 m−3 andT=120 K,which ranges close to temperaturesmeasured using electrostatic plasma
modes [64]. The 2.53 μm laser is blue-detuned from resonance to address only the fraction of anionswith a high
kinetic energy before interactingwith a lightfield atλpd=442 nm.At this wavelength E 20 meVe =- and all
e− are trapped, η=1. By this,molecules with high kinetic are removed from the trapping fields. After reaching

Figure 3. (a) Simulation of photodetachment cooling in a 1 TPenning trap atCf=1 and E 20 meVe =- , see text for detail. The
temperature evolution of initially 1000 C2

- (blue) is simulated together with the created photoelectrons. The initial laser detuning of
the 2.53 μmlaser is set to 1σ of the initial Doppler profile width asΔν=116 MHz and is linearly swept toΔν=84 MHz. (b)
Velocity histograms at three different times with the corresponding radial plasma profile of C2

- (blue) and e− (red). (c)Calculation of
the eC2

- - temperature evolution caused by photoelectronswith energy E 0.46 eVe =- for C2
- (solid, blue) and e− (dashed, red) and

E 20 meVe =- for C2
- (dashed–dotted, dark blue ) and e− (dotted, dark red). N N 1.5eC2 h=- - and initial T 50 KC2 =- .
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equilibriumonce again [65], the remaining eC2
- -plasma are left with amean reduced temperature. This

process is very similar to evaporative cooling as performedwith neutral atoms [66]. The number of C2
- in the

trap decreases until it reaches a saturation level after∼0.35 ms, which is determined by loss of C2
- in unpumped

molecular states. The confidence intervals are obtained fromBoltzmannianfits to the particle velocity
distribution shown infigure 3(b) togetherwith the radial plasma profiles. The temperature evolution for longer
time scales>0.35 ms caused by the released photoelectrons is shown infigure 3(c) forλpd=442 nmand for the
case of 380 nm (E 0.47 eV, 0.21e h= =- ). Here a coupled rate equation calculation of the eC2

- - plasma is
performed including synchrotron radiation [45] in the trapping field. Thefinal parameters of theGPU
simulation fromfigure 3(a) at t=0.34 ms are used as input values forfigure 3(c) as the particle number ratio
and the initial temperature of C2

- and e−. Here, the temperature of the C2
- initially follows similar behavior for

different photodetachment conditions. After approximately 2–5 s the system reaches temperatures of
100–400 K for increasing e− energies before electron cooling dominates. From these two plots one infers that for
the considered density, B field and initial C2

- temperature the photoelectron heating occurs on a time scale about
30 times longer than the photodetachment cooling. Thus, in the overall temperature dynamics a temperature
minimum is seen after∼0.35 ms at 50 K and is found to be robust for different Ee-. It is thus this difference of
time scales of the competing processes which allows for the technique of photodetachment cooling.
Measurements at cold temperature can be then performed in an experimental windowof∼100 ms.

Infigure 4 photodetachment cooling is studied for C2
- at 10 K after electron cooling to the liquid helium

Penning trap environment [67]. At this temperature the cooling is initializedwith identical trap and laser

Figure 4.Photodetachment cooling simulation for C2
- atCf=1 in a 1 T trap. (a)Evolutionof the axial kinetic energyof 1100molecules

after initialization in thermal equilibriumatT=10 KandEe+=20 meV.Thedetuningof the 2.53 μmlaser is linearly swept from initial
Δν=60 MHz toΔν=16 MHz. (b)Radial plasmaprofile of C2

- (blue) and e− (red) at threedifferent times togetherwith the velocity
histograms showing theBoltzmannfit at initialization and twodistributionswith the correspondingmeankinetic energy inKelvin.
(c)Temperature evolution for the case of photoelectron energies of E 0.46 eVe =- for C2

- (solid, blue) and e− (dashed, red) and for
E 20 meVe =- for C2

- (dashed–dotted, darkblue ) and e− (dotted, dark red). N N 0.7eC2 h=- - , for E k 1.74 KBC2á ñ =- .
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parameters as infigure 3. The result of theMonte Carlo simulation using 1100 C2
-molecules is depicted in

figure 4(a). Themean kinetic energy of all anions is calculated from the square of themean velocities from the
histograms shown infigure 4(b). A temperature reduction of a factor of∼5.5 is seen for a C2

-number decrease by
a factor of 2.5 after∼0.32 ms. Figure 4(c) plots the thermalization of C2

- and photoelectrons for a longer time
scale>0.32 ms using rate equations [45] for two different Ee−. Awindowof approximately 10 ms can be used to
performmeasurements on cold anionswhich is sufficient for spectroscopic analysis of C2

-of any
sympathetically cooled negative species or pulsed antihydrogen formation [21].

4. Summary

Adetailed computational study including all influencing trapping and optical parameters was performed using
GPU aided simulations for laser cooling of C2

- anions and the sympathetic cooling of p̄ stored in Penning traps.
Photodetachment cooling is discussed for the first time as an accessiblemethod to generate anions in the
subKelvin regime. For the typical density and temperature range investigated, this scheme relies on a systemof
only two commercially available lasers and allows for an approximately 10 ms long timewindow at ultracold
temperatures for experimentalmeasurements. The timewindow is found to be robust for awide range of
photodetachment energies. Further it was shown, by investigatingDoppler cooling, that C2

- could be a suitable
sympathetic coolant for p̄ in cryogenic environments enabling their preparation at lower temperatures than
currently achieved. Additionally, starting photodetachment cooling at even lower energies, e.g. after Doppler
cooling or using a trap at dilution refrigerator temperatures could potentially assist in the preparation of an
ensemble ofmK p̄. This stepwould permit the resonant charge exchange formation of ultracold antihydrogen
[21] (by employing available pulsed positronium sources [68]) and thus allows sensitive studies of CPT
symmetries and of theWEPwith neutral antimatter systems.
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2.5.2. Publication: Optical dipole–force cooling of anions in a Penning trap

This publication is referenced as (Fesel et al., 2017). The author of this thesis wrote the
entire publication, performed the simulations and generated the graphs which present
the results.
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We discuss the possibility of using optical dipole forces for Sisyphus cooling of ions stored in a Penning trap by
addressing the specific case of the molecular cooling candidate C2

−. Using a GPU accelerated code for Penning
trap simulations, which we extended to include the molecule-light interaction, we show that this scheme can
decrease the time required for cooling by an order of magnitude with respect to Doppler cooling. In our simulation
we found that a reduction of the axial anion temperature from 10 K to 50 mK in around 10 s is possible. The
temperature of the radial degrees of freedom was seen to thermalize to 150 mK. Based on the laser-cooled C2

−, a
study on the sympathetic cooling of anions with masses 1–50 nucleon was performed, covering relevant candidates
for investigations of chemical anion reactions at ultracold temperatures as well as for antimatter studies.

DOI: 10.1103/PhysRevA.96.031401

Laser cooling of anions, which has so far never been
achieved, would enable the sympathetic cooling of any other
negatively charged species and open new opportunities in
a variety of research areas. This includes research on the
atmosphere and the interstellar medium [1], chemistry of
highly correlated systems [2], and cooling of antiprotons for
antimatter experiments [3]. Given the broad impact, several
groups are exploring different approaches to cool anions [4–6].

Up to now, work on the cooling of anions has focused
mainly on the atomic species La− and Os− [5–7] and the
molecular species C2

− [4]. They all have in common that the
dipole transitions attractive for the cooling can have narrow
natural linewidths in the range of several kilohertz. Thus,
employing traditional Doppler cooling would result in cooling
times on the order of 100 s to reach the 100-mK regime even
when starting with particles precooled to the liquid helium
temperature of 4 K. This can be a problem when the cooling is
in competition with heating effects stemming from, e.g., trap
misalignment or collisions with residual gases.

Addressing this problem, we discuss the possibility of
using the ac Stark shift for Sisyphus cooling in ion traps [8].
Although also applicable to positive ions, we will concentrate
on the specific case of C2

− in a Penning trap, which is an
interesting candidate for sympathetic cooling of antiprotons
[3,4]. We will describe the cooling scheme in detail below.
Using this method, depending on the laser power available,
the energy removed per scattered photon can be much higher
than by using the Doppler effect. This results in an accelerated
cooling, while also easing the requirements on repumping,
which is of special importance for the cooling of molecules.

The level structure of C2
− is well known and depicted in

Fig. 1(a) [10–13]. Given its homonuclear character, only elec-
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tronic transitions are allowed, resulting in two possible systems
for cooling. The first consists of the B 2�(v′ = 0,N ′ = 0) ↔
X 2�(v′′ = 0,N ′′ = 2) transition at 541 nm, with a branching
ratio of 72% for spontaneous decay via this channel and a
natural linewidth of � = 2π × 2.1 MHz. In order to create a
closed cycle for the cooling it is then necessary to repump
several lower vibrational states X 2�(v′′ = 0, . . . ,4), which
was simulated for the case of Doppler cooling in a Paul trap
in [4]. In the case of a Penning trap high magnetic fields
of several tesla result in an additional strong splitting of the
rotational sublevels, making the experimental realization of
the repumping challenging.

We will therefore focus on the second possible system for
cooling. This consists of the A 2�(v′ = 0) ↔ X 2�(v′′ = 0)
transition at 2.54 μm, with a branching ratio of 96% and a nat-
ural linewidth of � = 2π × 3.1 kHz. Doppler cooling on this
transition was estimated to take ∼300 s to reach the millikelvin
range when starting from 10 K [14]. Another interesting
scheme was discussed in [4] for a low-density plasma, using a
magnetic-field gradient in a Penning trap in order to implement
a Zeeman-shift-based Sisyphus cooling cycle. Comparing this
method with our proposed scheme, the magnetic version has
the benefit of a higher energy being removed per photon,
leading to fast cooling rates in the millisecond range and
thereby a lower sensitivity to environmental heating. Despite
that, the magnetic inhomogeneity can lead to particle trapping
due to the magnetic mirror effect, which is more pronounced
for high-density plasmas and high-magnetic-field gradients.
This can lead to ions being removed from the cooling cycle
and makes a careful analysis necessary in that regime [15,16].
Using a strong laser to shift the energy levels as proposed in
this work has the benefit of being all optical and independent
of the trapping dynamics. Besides avoiding the complexity
of a magnetic mirror, it is also a solution for experimental
circumstances where a magnetic-field gradient cannot be
implemented.

An extensive theoretical discussion of the ac Stark shift
and dipole forces can be found in [17,18]. The proposed
cooling scheme is illustrated in Fig. 1(b) using the same
parameters as in the actual simulation as described below.

2469-9926/2017/96(3)/031401(5) 031401-1 Published by the American Physical Society
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FIG. 1. (a) Overview of the electronic and vibrational states. The relevant transitions from the A 2� state for our cooling scheme are indicated.
The electron affinity is equal to 3.27 eV [9]. (b) Sketch of the Sisyphus cooling cycle to scale with simulation parameters. The geometry of the ion
cloud (gray) is shown together with laser beam profiles (red, green, and yellow) and an overlay of the involved electronic levels (see also Fig. 2). A
6-W laser (red), detuned from the resonance of the A 2�(v′ = 0,N ′ = 1,J ′ = 0.5,M ′

J = 1/2) ↔ X 2�(v′′ = 0,N ′′ = 0,J ′′ = 0.5,M ′′
J = 1/2)

transition by δ = 1 GHz and with a waist of wdip = 185 μm, shifts the levels locally around z = 0, thereby creating a potential Udip = 12.4 mK.
A second laser (green) on resonance with the maximally shifted levels causes transitions to the upper state in particles in the maximum of
the dipole potential, by absorbing a photon with energy hν ′. Due to the long lifetime of 50 μs of the A 2�(v = 0) state in relation to their
thermal energy, the particles are likely to leave the region of the shift and then decay to the initial state by emitting a photon with energy
hν = hν ′ + Udip. Repump lasers (orange) on all other levels prevent losses from the cooling cycle by particles decaying to dark states. The
whole cycle effectively removes the energy �E = h(ν − ν ′) from the particles.

Aside from repumpers, it is based on two lasers that address
the A 2�(v′ = 0,N ′ = 1,J ′ = 0.5,M ′

J = 1/2) ↔ X 2�(v′′ =
0,N ′′ = 0,J ′′ = 0.5,M ′′

J = 1/2) transition of C2
−. One is high

powered in the range of several watts and blue detuned from
resonance by 1 GHz [which we will refer to as a dipole laser
(DL)], thereby shifting the energetic levels. A second laser
is tuned to be resonant with the shifted levels [referred to as
a pumping laser (PL)] and overlapped with the DL and the
molecules. The scheme could also be realized with a single
broad and strong laser, used for shifting and pumping at the
same time, but in this work we use two separate lasers to permit
greater flexibility. If only a single laser is used for pumping
and shifting, Doppler heating by the blue-detuned DL has to
be taken into account.

Focusing the lasers to a narrow region along the axis of the
trap then creates an area where particles are pumped to the
excited state A 2�(v′ = 0). If the lifetime of this state is long
enough, a large fraction of particles stay in the excited state
until they have left the region of the lasers and spontaneously
decay to one of the lower states. In order to close the cooling
cycle the lower levels, with the exception of X 2�(v′′ =
0,N ′′ = 0,J ′′ = 0.5,M ′′

J = 1/2), are continuously repumped
to the excited state by lasers applied in the axial direction,
eventually resulting in a spontaneous decay to this ground
state via the emission of a photon at frequency ν. The particles
stay in this state until they reenter the shifting region. The
whole cycle effectively removes the energy �E = h(ν − ν ′)
from the particles. The energy difference stems from the axial
kinetic energy of the particles and is removed when entering
and leaving the shifting region due to the dipole force exerted
by the laser.

Our simulation is based on the SIMBUCA code [19,20],
which was specifically developed for the simulation of
particles in a Penning trap. It uses a GPU to parallelize
the calculation of the Coulomb interaction, allowing one to

increase the total number of particles in comparison with a
CPU-based simulation. The trajectories of the particles in the
trap, including the cyclotron motion, are fully resolved using a
fifth-order Dormand-Prince integrator. In order to include the
interaction of the molecules with the light fields, we extended
the code to include a simulation of the laser-induced electronic
population transfers, which we based on rate equations and
the Monte Carlo method. This approach is well justified in the
regime of lasers with a spectral distribution much broader than
the natural linewidth [21,22]. Our code treats the populations
�i of all 16 levels (see Fig. 2, details described later in the
text) separately according to the equations

�̇i = �j [γij (x)(�j − �i) + �ji�j − �ij�i],

γij (x) = �ij c
2

16π2hτAν3
ij

ρij (νij )Iij (x), (1)

with ρij and Iij being the spectral intensity distribution of
the lasers addressing the transition, �ij the respective Einstein
coefficient, and τA the lifetime of the excited state. The dipole
force in the case of negligible scattering by the DL is given by

Fi(x) = −�j

h̄δij

2
∇ ln

(
1 + ω2

ij (x)

2δ2
ij

)
,

ω2
ij (x) = 3c2�ij

2πhν3
ij

Iij (x), (2)

with ωij being the Rabi frequency.
For the simulation an ion cloud of 1024 C2

− molecules
was initialized in thermal equilibrium at Tinit = 10 K, with
a density of ninit = 2 × 1013 m−3 and a confining magnetic
field of B = 5 T in the Penning trap. The dimensions of
the ion cloud are visualized in Fig. 3 with a mean radius
of 〈r〉 = 50 μm and mean absolute axial extent of 〈|z|〉 =
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FIG. 2. Detail of the A 2�(v′ = 0) ↔ X 2�(v′′ = 0) transition
and the intermediate X 2�(v = 1) states in a 5-T magnetic field.
Several arrows indicate the transitions that are addressed by the
different lasers described in the text.

0.7 mm. These parameters can be experimentally achieved
by supersonic expansion with subsequent dielectric barrier
discharge of acetylene gas in a neon carrier [12,23,24].
We expect this to produce internally cold C2

− with evenly
distributed kinetic energies in the sub-eV range [25]. After
mass selection in the 10-eV range the anions can be trapped and
sympathetically cooled by electrons. Assuming a cryogenic
5-T Penning trap at 10 K, temperatures around 100 K can
be achieved in a few seconds [26]. Subsequent evaporative
cooling allows for a preparation of the anions at 10 K [27].

The laser parameters were chosen in order to correspond
to values that could be realistically achieved with existing
technology. For the DL we used a power of PDL = 3 W along
the radial X axis, focused to a waist of wdip = 185 μm in the
center of the ion cloud. In our simulation we compared two
different settings for the DL, once as a free Gaussian beam and
once modulated by a cosine squared of the right periodicity,
so as to correspond to, e.g., the light in an enhancement cavity.
The detuning from resonance was set to δDL = 1 GHz. In
order for Eq. (2) to be valid, scattering by the DL needs to
be negligible, which implies that the spectral width of the DL
must be much smaller than δDL. For the chosen parameters
and molecules at 50 mK, we estimated the scattering by the
DL to be less than a single photon per pass through the laser.
Since the DL is blue detuned, each scattered photon results in
a Doppler heating of 62 nK. Given that these scattering events
still contribute to the dipole cooling cycle and a dipole force
potential of Udip = 6.6 mK, we neglected this effect in the
simulation.

The PL was modeled as two counterpropagating free beams
along the radial Y axis with PPL = 4 mW, focused to the
same size as the DL in the center of the ion cloud while
neglecting the standing-wave pattern (SWP). The spectral
width was set to �PL = 120 MHz FWHM with a detuning
that corresponds to the level shift in the focus of the DL
of δPL = 137 MHz. On resonance, a pumping rate of γ =
10 MHz is reached in the focus of the laser. The repumping
lasers along the trap axis were set to be on resonance with
a power of 2 mW, the same waist as the other two lasers
and a spectral width of �P = 50 MHz. Depending on the
transitions, the resulting pumping rate varies between γ =
200 kHz and γ = 2 MHz in the focus of the lasers. The
widths of the PL and repumpers need to be large enough in
order to sufficiently address the ion cloud, taking into account
Doppler broadening and the spacial spectral shift in the center
of the DL. Closing the cooling cycle requires repumping
of 15 levels (see Fig. 2), which is implemented in the
simulation with separate light fields. Three are needed to cover
the unused X 2�(v′′ = (0,1),N ′′ = 0,J ′′ = 0.5,M ′′

J = ±1/2)
levels and the remaining ones distributed onto the X 2�[v′′ =
(0,1),N ′′ = 2,J ′′ = (1.5,2.5),M ′′

J = (±1/2,±3/2)] states. In
an experimental realization this could be done using three
lasers. A single one is scanned over the X 2�(v′′ = 1) states,
which is sufficient due to the low branching ratio of 4%. By
imprinting sidebands at 63 MHz a second laser can repump
the X 2�(v′′ = 0,N ′′ = 2) levels by scanning between the
two branches of X 2�[v′′ = (0,1),N ′′ = 2,J ′′ = (1.5,2.5)],
leaving an additional laser for the strong transition from
X 2�(v′′ = 0,N ′′ = 0,J ′′ = 0.5,M ′′

J = −1/2).
The interesting cooling dynamics happen on a time

scale of 14 s, which leads to impractically long simula-
tion times. In order to circumvent this problem, we in-
troduce an artificial augmentation factor fsc to scale the
size of the dipole force acting on the particles, which is
initially set to 10 and consecutively reduced to unity at
[t(ms),fsc] = [(0,10),(600,2),(925,1)] for the case without
and at [t(ms),fsc] = [(0,10),(800,2),(2750,1)] for the case
including the SWP. This effectively increases the dipole force
potential, while leaving the pumping rates and the detuning
the same. The reduction is necessary, since an artificially
large force will start to prevent particles from reaching the
intensity maximum of the DL, thereby removing them from
the cooling, when its potential amplitude becomes comparable
to the particle thermal energy. During our simulation the ratio
of the thermal energy to the scaled dipole force potential was
always larger than 10. Since the remaining small influence
on the cooling speed is detrimental, the simulation still gives
an upper bound on the efficiency. The actual computation
simulates the trap dynamics during 8.8 s without and 5.5 s
with a SWP.

Figure 3 shows the simulated temperature evolution. The
time axis was scaled by the amplification factor fsc to show the
cooling time under realistic conditions. The resulting smooth
behavior of the temperature is a powerful indication that the
scaling factor is well justified and does not introduce any
significant nonlinear effects. Two solid lines indicate the initial
linear cooling behavior and the deviation from it as the ions get
colder. For the axial degree of freedom this can be explained
with the decrease in velocity in relation to the lifetime τA of the
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FIG. 3. Plasma temperature plot of 1024 C2
− molecules subjected to dipole force cooling, once without (blue lower symbols) and once

including a SWP (yellow upper symbols). The temperature is derived by fitting a Boltzmann distribution to the velocity histogram of the axial
and radial degrees of freedom in cylindrical coordinates. The two solid lines show linear fits to the initial temperature evolution in order to
illustrate the deviation from linear behavior as the molecules get colder. The insets show projected snapshots of the plasma taken from the
simulation without a SWP at two points in time.

upper state. This gradually reduces the probability for a decay
outside the shifted region and thereby the efficiency of the
cooling. At a temperature of Tw � 60 mK the mean traveled
distance during the time τA becomes comparable to the waist
of the DL. Together with the depth of the dipole force potential,
this poses a practical limit to the cooling without readjustment
of the laser parameters. The different cooling performance for
the two cases with and without the SWP can be attributed
to two factors. The first is a simple geometric advantage of
the case without the SWP, since the overlap of the resonant
region with the anion cloud is smaller. The second factor is an
additional heating source that is caused by the SWP. Applying
the dipole force potential in the Penning trap effectively causes
a small inhomogeneity in the radially symmetric potential of
the Penning trap. This causes a small expansion of the ion
cloud and radial heating, which is more pronounced in the
case with the SWP and stops the cooling at around 500 mK.
For the case without the SWP the nonlinear effects in the
radial temperature and the deviation from the evolution of the
axial pendant can be attributed to a reduced thermalization
between the axial and radial degrees of freedom starting in
the weakly coupled regime at lower temperatures. The plasma
in our simulation is initialized in the weak-coupling regime
at �c = 1

4πε0

e2

kT
( 4πn

3 )1/3 � 1 [28]. At around T � 0.5 K it
reaches the weakly coupled regime �c � 1 and is strongly
coupled (�c 	 1) towards the end of the simulation. As
discussed in [29,30], the equipartition decreases exponentially
in the weakly coupled regime for a strongly magnetized plasma
�cb

v̄
	 1. Apart from exhibiting interesting plasma dynamics,

this shows that there is no significant direct cooling of the
radial degrees of freedom.

An important concern for a cooling scheme working on
a time scale of 14 s is heating by the environment. For a
room temperature setup and at a pressure of around ∼10−9 Pa,
this was experimentally investigated in [30,31], where it was
concluded that the dominant contribution to heating stems
from collisions of the trapped ions with residual gases. A
heating rate of around ∼0.1 K s−1 was measured, which would
have a significant influence on the cooling speed and the final

temperature of the described scheme. By going to a cryogenic
Penning trap in the region of 10 K, where pressure down to
∼10−14 Pa [32] is achieved, the heating rate can be much lower
with a reported value of 5 × 10−6 K s−1 [33]. In the presented
simulation we assumed a cryogenic environment and neglected
heating effects.

An interesting application of laser-cooled anions would
be as a sympathetic coolant for other negatively charged
species. Since Penning traps can be used to store species with
widely differing masses together, they are well suited for this
task. We investigated the efficiency of sympathetic cooling
for a broad mass range with C2

− as a coolant. For this we
initialized the same ion cloud as for the previous laser cooling
simulation, with 20% of the particles being replaced by anions
of a different mass m′ that are not directly addressed by the
cooling. In order to speed up the simulation, the original full
treatment of the laser cooling is approximated by an artificial
drag force that resembles the actual cooling dynamics and
is given by Fz = −sgn(vz)U0 exp(−2z2/w2). The parameters
are chosen so as to allow a simulation of particles with
a mass corresponding to antiprotons. Figure 4 shows the
results of the sympathetic cooling of different masses m′
ranging from 1 to 50 nucleon. Even for an enhanced cooling
during 100 ms, the sympathetic cooling of the axial degree of
freedom is sufficiently fast. As for the previous simulation,
a reduction in the equipartition of the radial degrees can be
seen at lower temperatures. On the time scale of an actual
implementation of the dipole cooling scheme, which is two
orders of magnitude larger, the equipartition can be expected
to reach lower temperatures.

In summary, we have presented an all-optical cooling
scheme that is suitable for a variety of ion traps. Our simulation
of the specific case of C2

− in a Penning trap, which is a
promising candidate for sympathetic cooling of other anions,
shows a reduction in cooling time by an order of magnitude in
comparison with Doppler cooling. On a time scale of 10 s the
anions reach a temperature of 50 mK in the directly cooled
axial and 150 mK in the indirectly cooled radial degrees
of freedom. Similar improvements should be achievable for
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FIG. 4. Results of the sympathetic cooling of 200 negatively charged species with a mass m′ immersed in an ion cloud of 824 C2
−. For

reference, the temperature of the C2
− is given from the simulation involving the largest mass with m′ = 50 nucleon. The cooling of the C2

−

was implemented using an artificial drag force that resembles a dipole cooling scheme.

other ions exhibiting narrow cooling transitions. Furthermore,
we investigated the efficiency of sympathetic cooling by
laser-cooled C2

−. A mass range of 1–50 nucleon was covered,
which includes light anions like antiprotons and heavier anions
relevant in ultracold chemistry. Another promising application
of the described scheme could be in the production of ultracold
electrons. A transition to a cryocooled Penning trap at T = 1 K
and with a magnetic field of B = 0.5 T would reduce heating
by synchrotron radiation [34] below the axial cooling rate

found in this work. Together with an increased equipartition
rate at lower magnetic fields [30], this could potentially allow
one to decrease the particle mass range where this cooling
scheme is applicable down to the regime of electrons.

We want to thank our summer student Cui Hao for his help
with writing the code. The research leading to these results
received funding from the European Research Council under
Grant Agreement No. 277762 COLDNANO.
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2.6. Discussion and summary of the results obtained in the
simulations

Comparing the different laser cooling schemes presented in the previous sections, it is
hard to single out an optimal one. Choosing a scheme for experimental realisation in a
Penning trap, comprises a tradeoff between different requirements and options. Amongst
other things, one has to take into account the trapping geometry and the optical access,
the shape of the magnetic field allowed by the experimental setup, as well as the available
budget for the laser system. The aim of this section is to summarise the results on laser
cooling C2

−, obtained in the previous section and in the literature. First, the different
implementations of laser cooling so far investigated will be summarised, highlighting
their merits and drawbacks, thereby enabling a comparative discussion. Consecutively,
the performance of sympathetic cooling in a Penning trap, as seen in the simulations, is
summarised. The section ends with a discussion of the risk of antiproton annihilations
when mixed together with C2

− in a trap for cooling.

2.6.1. Summary of the results on different laser cooling methods

Doppler selective photodetachment cooling: As described in section 2.5.1, this scheme
is the least demanding one concerning experimental realisation, since it does not
require repumping. A single Doppler–selective laser at 2.5 µm excites the hot frac-
tion of anions to the A2Π state, from where a second, high–intensity UV laser
with a wavelength in the range of 379 nm < λUV < 446 nm and an intensity of
3.8× 108 W m−2 (compare figure 2.1) is then photodetaching the excess electron
and thereby removing the anion from the trap. This effectively implements an
evaporative cooling scheme and was shown in the simulation to reduce the tem-
perature of the anion cloud by a factor of ∼ 5.5, at the cost of a particle loss of
∼ 70 % within ∼ 0.35 ms, starting at around 10 K. In a Penning trap, a significant
fraction of the photodetached, hot electrons is retrapped.

An interesting result of the simulation is, that this leads to substantial sympathetic
heating of the anions at longer timescales. For this reason, this cooling scheme is
probably of limited use for applications in a Penning trap. It could though be
interesting for a proof of principle cooling in a Paul trap, where the electrons will
be ejected.

Doppler cooling on X2Σ(v′′ = 0)↔ B2Σ(v′ = 0): The use of this transition for Doppler
laser cooling was investigated in (Yzombard et al., 2015) for the case of a Paul
trap. The lifetime of the B2Σ(v′ = 0) state is 75 ns and the wavelength for the
transition to X2Σ(v′′ = 0) at 541 nm. While there are in principle 12 lower vibra-
tional levels that need to be repumped (compare figure 2.1), only the lower ones
up to v′′ = 4 were addressed in the simulation, leading to losses to dark states.
Due to the additional rotational branching, this would still require more than 10
separate lasers in an experimental realisation. For this setting, cooling from 5 K
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to 60 mK was achieved within 50 ms, with a final 25 % of anions in dark states. It
has to be stressed that this simulation was done for particles in a Paul trap.

Using this scheme in a Penning trap would prove to be much more challenging.
The strong magnetic fields present in this case result in Zeeman splitting, which
requires additional repumping lasers for this already complex task. Furthermore,
the 441 nm laser can photodetach the anions by two–photon absorption, thereby
releasing hot electrons in the trap, possibly leading to sympathetic heating as for
photodetachment cooling described above. For these reasons the use of this scheme
in a Penning trap is rather limited.

Doppler cooling on X2Σ(v′′ = 0)↔ A2Π(v′ = 0): A detailed description of this scheme
can be found in section 2.5.1. Compared to Doppler cooling on the X2Σ(v′′ = 0)↔
B2Σ(v′ = 0) transition, the lifetime of the A2Π(v′ = 0) state with 51 µs, as well as
the transition wavelength of 2.54 µm is much longer, resulting in a weaker cooling
force. Assuming repumping of the X2Σ(v′′ = 0, 1) states, and a spectral width
of 1 MHz for the cooling laser, the simulation of a small plasma in a 1 T Penning
trap showed cooling from 10 K down to ∼ 100 mK within ∼ 150 s. In comparison
with Doppler cooling on the X2Σ(v′′ = 0)↔ B2Σ(v′ = 0) transition, repumping is
much less demanding. The decay channel to X2Σ(v′′ = 1) with a branching ratio
of ∼ 4 % can be covered by a single broad and free–running diode laser at 4.57 µm,
which is commercially available. The main effort therefore lies in repumping the
decay channel to X2Σ(v′′ = 0). Given the equidistant splitting of some of the
rotational sublevels in this branch, the number of lasers needed can be reduced by
applying sidebands. Assuming this, the best estimate for the number of separate,
experimentally required lasers is five, including the cooling laser.

An important concern for such a slow cooling is heating by the environment (e.g.
trap misalignment and collisions with residual gas). In the cryogenic Penning traps
normally used for antimatter experiments, heating rates of 5× 10−6 K s−1 have
been reported (Andresen et al., 2011), which is sufficiently low for this cooling. In
addition, the cooling time can be reduced if it is experimentally possible to broaden
the spectral width of the cooling and repumping lasers to around 10 MHz.

Sisyphus cooling using a magnetic field gradient: This strong cooling method was dis-
cussed in (Yzombard et al., 2015). It is based on a magnetic field gradient from
2 T to 0.2 T along a ∼ 15 mm plasma in a Penning trap. The Zeeman–effect
then causes different shifts of the rotational levels and thereby exerts a force
along the magnetic field gradient. By resonantly pumping specific levels of the
X2Σ(v′′ = 0) ↔ B2Σ(v′ = 0) transitions on the high and low field side, a cooling
cycle can be implemented, where the particle looses energy by constantly working
against the mentioned force. While having repumping requirements equal to or
better than Doppler cooling on X2Σ(v′′ = 0) ↔ B2Σ(v′ = 0), the cooling time
is greatly reduced. In their simulation, the authors saw a reduction of the anion
temperature from 70 K to the ∼ 1 K regime within 80 ms.
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While this would constitute a formidable cooling method and reduces the require-
ment on the trap heating rates, it also has certain caveats. Depending on the
setup, implementing a ∼ 1.8 T magnetic field gradient might conflict with other
requirements of the experiment. In addition, the magnetic mirror effect together
with the space charge of the anions can lead to complex plasma dynamics, which
can be detrimental to the cooling and the overall experimental goal (Fajans, 2003;
Gomberoff et al., 2007). Especially for high density plasmas an implementation
therefore requires a careful analysis. An interesting application for this method
could be a proof of principle cooling in a Paul trap with additional magnetic field
gradient (Walz et al., 1995).

Sisyphus cooling using an optical dipole force: The work on this cooling method was
motivated by the detrimental effect of the magnetic field gradient on the plasma
dynamics in the Sisyphus cooling scheme discussed above. While the main prin-
ciple for the reduction of the anion energy stays the same, the force exerted by
the magnetic field gradient is replaced by the dipole force of a high intensity laser.
A more detailed description can be found in section 2.5.2. In addition to the re-
pumping requirements, which are comparable to the X2Σ(v′′ = 0)↔ A2Π(v′ = 0)
Doppler cooling and the previous Sisyphus method, this scheme needs the genera-
tion of a ∼ 5.6× 107 W m−2 light field in the centre of the plasma. It is therefore
the only cooling method discussed in this thesis, that necessitates a radial optical
access in the trap.

An interesting result of the simulation is that an effective radial inhomogeneity,
caused by the dipole laser in the trap, can lead to expansion and heating of the
plasma, resulting in a reduced cooling speed. Optimally, the dipole force is exerted
by a single laser beam with a waist much bigger than the plasma radius, so that
the force is in first approximation only acting axially. In the simulation the waist
of the dipole beam was nearly double the radius of the plasma, which resulted in
cooling from 10 K down to 100 mK within 8 s. This method could therefore serve
as a compromise between the slow, all–optical Doppler cooling and the fast but
magnetic field gradient based Sisyphus cooling.

2.6.2. Sympathetic cooling performance

The term sympathetic cooling denotes the thermalisation of different species in a trap,
of which one is often actively or passively cooled. This technique is a standard procedure
for many of the antimatter experiments at CERN, which use passively cooled electrons
for sympathetic cooling of antiprotons via the Coulomb interaction in a Penning trap.
Using an actively cooled heavy anion for the same task is a novel approach, and was
investigated in the simulations discussed in the previous sections.

In 2.5.1 a plasma of 2048 particles, among which 200 were antiprotons, was simulated
under the influence of an axial drag force cooling on the 1848 C2

− anions. Starting from
10 K, the temperature of the axial degree of freedom was reduced below 10 mK within
20 ms. The axial temperature of the sympathetically cooled antiprotons follows this
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development closely until the 10 mK mark. Given that 100 mK would be sufficient for
precision measurements with antiprotons, this would be a spectacular result, if achieved
experimentally. The weakness of this simulation is the small size of the plasma, which
can significantly alter the dynamics with respect to centrifugal separation.

For this reason, the simulation was repeated for similar settings, but with the differ-
ence of an augmented Coulomb repulsion. This leads to an approximation of the space
charge found in a larger plasma, if the density is scaled accordingly. In this setting, the
simulation showed a pronounced centrifugal separation, a weaker thermalisation rate and
a decoupling of the temperature evolution at ∼ 3 K. Despite that, the antiprotons still
reach sub–Kelvin temperatures within 30 ms. As discussed in 2.6.1, the active cooling
schemes work on timescales of tens of seconds, around two orders of magnitude longer
than the sympathetic cooling. Even though simulations on this timescale are practically
not feasible, the result found on the short scale would result in sufficiently fast cooling,
if extrapolated to the actual cooling time.

In addition to this simulation, the thermalisation of the axial and radial degrees of
freedom in a small plasma were investigated in 2.5.2, for the case of a cooling that
only addresses the axial degree directly. This simulation was repeated with different
masses, covering the range of 1 u to 50 u for the sympathetically cooled species. The
simulated plasma consisted of 824 directly cooled C2

− and 200 thermalising particles.
The sympathetic cooling of the axial degree of freedom on a timescale of 100 ms shows
a similar behaviour as in 2.5.1, with no significant temperature difference between the
two species, and is found to be mass–independent.

Cooling of the radial degree of freedom shows a different behaviour. The equipartition
between the radial and axial degrees of freedom diminishes strongly at lower temper-
atures. This effect is found to be more pronounced for lower masses. Despite that,
the equipartition is shown to be still strong enough to reach radial temperatures below
100 mK within 9 s.

2.6.3. Risk of annihilations for antiproton sympathetic cooling with matter
anions

Loading baryonic matter and antimatter into the same Penning trap raises the question
of annihilations between the species. In contrast to nuclear fusion, where large energies
are needed to overcome the Coulomb repulsion between the positively charged cores,
the cores of matter and antimatter atoms have opposite charges and attract each other.
This section presents an argument on the basis of the energetic orders of magnitude
involved, that for the application of sympathetic antiproton cooling, annihilations are of
no concern.

If C2
− and antiprotons are loaded in the same trap, the only barrier between the

cores is the shielding of the positive C2
− core by the electron cloud and the repulsion

of the negatively charged antiproton by the excess electron. To overcome this barrier,
the antiprotons would either need to approach the molecules to a distance of ∼ 1 Å, in
order to reach into the electron cloud, or would need an energy larger than the electron
affinity EA = 3.27 eV, in order to be able to neutralise the anion by collision. Even
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Figure 2.5.: Left: Potential energy of a single charge. Right: Plot of the fraction of
particles of a Boltzmann distribution, reaching an energy above Ep.

though the neutralisation does not necessarily pose the risk of annihilation, since the
neutral molecule can escape the trap, both possibilities are discussed.

The Brillouin limit (2.59) of an antiproton plasma in a 5 T Penning trap is around
∼ 7× 1010 cm−3. This corresponds to a Wigner-Seitz radius of aWS ∼ 1.5 µm. The left
hand side of figure 2.5 shows the electric potential of a single charge. As can be seen,
starting from aWS, the antiprotons would have to overcome a potential energy of tens
of eV in order to approach the core to ∼ 1 Å. Given that this is already larger than
the electron affinity of C2

−, this argument can be used to derive an upper bound on
the annihilation rate. Assuming a Boltzmann distribution of antiproton kinetic energies,
the risk of annihilation can be estimated by calculating the fraction of particles with an
energy above EA for different plasma temperatures.

The result of this calculation is shown on the right hand side of figure 2.5. As can be
seen, the fraction of antiprotons with a kinetic energy above the threshold are negligibly
small for the cryogenic plasmas usually used in the antiproton experiments at CERN. In
addition, the plasma temperatures that would be needed would not only pose the risk
of substantial annihilation, but would also be impossible as a starting temperature for
most of the cooling schemes discussed in this thesis.
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3. Experimental setup for a pulsed C2
−

source

As was seen in the previous chapter, the slow laser cooling schemes necessitate to initialise
trapped C2

− at around 10 K. Starting from hot anions with kinetic energies in the ∼ eV
range, the 100 K regime can be reached within 100 s, using electron cooling in a 5 T
cryogenic Penning trap, at liquid He temperature (Rolston and Gabrielse, 1989). From
there, 10 K are reachable by evaporative cooling (Andresen et al., 2010). Apart from
this, the anion has to be produced in large enough quantities. The AEḡIS experiment
at CERN traps around ∼ 2× 105 antiprotons within two AD cycles of ∼ 200 s each
(Aghion et al., 2018; Brusa et al., 2017). In order to be in agreement with the antiproton
to coolant ratios in section 2.5, the anions therefore have to be produced at a rate of
∼ 1× 104 s−1, assuming that they can be accumulated without loss.

An additional requirement that was implicitly assumed so far is, that the anions
can be initialised in their internal ground state, that is the X2Σ(v′′ = 0) manifold.
This is important, since in the homonuclear case of C2

−, where ro–vib transitions are
forbidden, any higher excitations cannot spontaneously decay to the ground state, and
are therefore lost from the cooling cycle. Internally hot C2

− has been produced using
graphite filaments, heated to 2600 K by an ac current (Honig, 1954), hot cathode dc
discharges in an equal gas mixture of carbon monoxide (CO) and acetylene (C2H2)
(Jones et al., 1980; Lineberger and Patterson, 1972; Mead et al., 1985) and ac discharges
in water cooled gas cells, using a mixture of helium and acetylene (K. M. Ervin et al.,
1989; M. K. Ervin and Lineberger, 1991; Rehfuss et al., 1988; Royen and Zackrisson,
1992; Shan-Shan et al., 2003; Wang et al., 1999). Using these methods would therefore
require additional optical pumping, or cold neutral buffer gas cooling for ground state
preparation. Given the complexity of pumping schemes in molecular species, neutral
buffer gas cooling is favourable.

Anion production including buffer gas cooling is effectively implemented in a so–called
supersonic expansion valve (SSEV). Here, the anions are produced from a specific trace
gas, mixed in an usually noble carrier gas. Pulses of the gas are then expanded from
several atmospheres to vacuum, while being subjected to an ionisation mechanism. Since
the gas cools rapidly during the expansion, the collisions of the produced anions with
the neutral carrier leave them internally cold. For the ionisation, high energy electron
beams (Johnson et al., 1984), electric discharges (Osborn et al., 1996) and dielectric
barrier discharges (Luria et al., 2009) have been used. On the basis of this the successful
production of C2

− has been reported. In (Beer et al., 1995) a mixture of 5 % C2H2 and
3 % CO2 in helium was expanded through a pulsed electric discharge. The internal rota-
tional temperature was determined to be ≈ 80 K and no signs of vibrational excitation
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were found. Similarly, in (Bragg et al., 2003) a mixture of 2 % C2H2 and 2 % CO2 in
neon was used, while the electric discharge was stabilised by an 1 kV electron gun. The
expected rotational temperature was quoted in the range of 50 K to 100 K. In (Lu et al.,
2015), C2

− production was reported from sputtering of the stainless steel electrode of
an entrainment source.

Motivated by these results, this chapter describes a pulsed source for ground state
C2
−, using a commercial SSEV with an integrated dielectric barrier discharge (DBD)

for ionisation (Even, 2015). Since the ionisation produces unwanted byproducts, the
setup includes acceleration and mass filtration of the anion pulses, in order to prevent
impurities in the final trapped anion clouds. The section starts with an overview of the
apparatus and then proceeds with a detailed discussion of the different components. This
includes the anion production, acceleration and steering of the pulses, mass filtration,
anion detection and the timing and electronic control of the setup. In addition, the
development of an enhancement cavity and the necessary optics for photodetachment
spectroscopy is described. The section ends with a presentation and discussion of the
experimental results.

3.1. Overview of the setup

An overview of the setup is depicted in figure 3.1. Starting from the upper left, a gas
mixture of acetylene as a trace gas in a helium or neon carrier at around ∼ 8 bar is
supplied to the SSEV, which together with the built–in DBD stage, gives out ionised
pulses into the vacuum (see figure 3.2 c)). The DBD needs to be stabilised by supplying
electrons, which is implemented using a biased halogen lamp from which the glass cover
was removed (see figure 3.2 e)). Under pressure, the valve constantly leaks a small
amount of the supplied gas in the vacuum. Even when employing strong pumping,
the production region therefore has to be separated from the rest of the setup, which
is done using a so–called skimmer. This is a conical and sharp aperture with a 3 mm
diameter, designed to minimise the influence on the produced anion beam (see figure
3.2 a)). In the next chamber the anions are accelerated to 1.8 keV using a pulsed tube,
which at the same time separates them from the positive and neutral species in the
bunch. The high acceleration voltage is necessary to reduce the detrimental effects from
the space charge potential of the resulting anion bunch and to make the beam more
resilient to electromagnetic stray fields. Two segmented einzel lenses allow to collimate
and steer the beam by applying different dc voltages to the electrodes (see figure 3.2
b)). A translatable Faraday cup (FC) serves as a first diagnostic tool for the anion
beam (see figure 3.2 f)). At this point the accelerated beam still consists of different
anionic species. It is therefore sent through a commercial Wien filter system, to spatially
separate the C2

− from the rest of the anions. After the Wien filter, a third segmented
einzel lens allows for corrections to the beam, and a beam bender enables rerouteing
the beam to a Paul trap. The latter is not discussed in this thesis. Finally, the anions
are detected by either a FC and a current amplifier, or a multi channel plate (MCP)
using a phosphor screen as anode and a fast, triggered camera system for imaging. The
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electronic control of the experiment is done using LabView to centrally monitor and
set the involved devices. A field–programmable gate array (FPGA) then executes the
fast timing sequence and performs timed analogue to digital conversion.

3.1.1. Pulsed creation of C2
−

The specific type of SSEV used in the experiment is a commercially available Even–Lavie
pulsed valve EL–5–3–2011 for room–temperature use, and includes a DBD module of
the type Even–Lavie DBD 12. It is operated by a dedicated controller unit, which
activates the SSEV and DBD in a timed sequence after receiving a TTL pulse. A
detailed description of the working principle of the SSEV can be found in (Even, 2015)
and a picture is shown in figure 3.2 c). Upon reception of the TTL signal, a magnetic
coil in the SSEV is pulsed and pulls back a magnetic plunger, that separates the high
pressure from the vacuum side. This releases a ∼ 20 µs burst of gas into the vacuum,
which expands and is formed into a beam by a conical nozzle. Around ∼ 100 µs after
the SSEV the DBD is activated. The latter is implemented by a ring–shaped electrode
around the nozzle, which is isolated from the gas by a dielectric. A rapid succession of up
to 30 high–voltage pulses at 750 kHz and up to 1500 V then accelerates electrons in the
nozzle region, which are confined by the field of an additional ring–shaped permanent
magnet. The current in the thereby created discharge is limited by the dielectric to
short nanosecond spikes, which prevents the formation of an arc, heating of the gas jet
and contamination by sputtering from the electrode. A detailed review of DBDs can
be found in (Kogelschatz, 2003). The discharge needs to be stabilised by an electron
supply. For this, a simple hot cathode in the vicinity of the nozzle is sufficient. In the
setup, the latter is realised using a halogen light bulb Osram Halogen Starlight, 90 W
, 12 V, from which the glass was broken off. During operation it is biased to −200 V
and heated by a current of 3.5 A, which is done by floating a TTI PL303QMD-P power
supply. The floating voltages are supplied by a CAEN SY1527 system, using a CAEN
A1821N board for the negative, and a CAEN A1832P for positive voltages. Different
gas mixtures were tried out in the setup, which were based on different ratios of acetylene
and carbon dioxide in either a helium or neon carrier. They are similar to previously
used gas mixtures (see beginning of chapter 3). Given the safety concerns associated
with acetylene (Schendler and Schulze, 1990), the gas mixtures were readily bought
from Carbagas at 40 to 100 bar, depending on the mixture. A pressure regulator Tescom
series 44–1100 is used to adjust the supply to the valve from 0 bar to 100 bar with a
precision of 0.5 bar.

The sealing of the magnetic plunger allows for a constant small leak of the gas into
the vacuum, and therefore requires strong pumping in the production chamber. For
this a 400 L s−1 turbo pump is employed (Oerlikon Leybold Turbovac TMP 361 ), which
is able to sustain 6× 10−6 mbar at a supply pressure of 10 bar at the SSEV. While
this is sufficient for the operation of the SSEV and DBD, the rest of the setup, and
especially any employed particle traps, need a much better vacuum. For this reason, the
production chamber is connected to the rest of the setup only by a small opening, and
a second 240 L s−1 turbo pump (Edwards nEXT240D) used in the next chamber. The
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Figure 3.1.: Top: 3D CAD drawing of the setup described in this thesis. Only the
main components are included and the FC is shown duplicated to indicate
the possible mounting positions. The flight direction of the anions is from
left to right. Bottom: Horizontal cut through the 3D drawing viewed from
above, with descriptions of the important parts.
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a) b)

c) d1)

d2)

e) f) g)

Figure 3.2.: a) 3 mm opening diameter skimmer. b) Electrode stack for acceleration,
collimation and steering of the anion pulse. c) Even–Lavie type supersonic
expansion valve with dielectric barrier discharge stage. d1) and d2) Gold
mesh used for the endcaps of the pulsed tube and ground electrode. e) Self–
built hot cathode using a broken halogen light bulb. f) Self–built shielded
Faraday cup. g) Optical resonator mounted in front of the skimmer.
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large on–axis particle densities produced by the SSEV can lead to significant interference
at the entrance of a small aperture, up to an essential clogging. To prevent this (see
(Even, 2015; Luria et al., 2011) for details) a skimmer with a 3 mm orifice is used (Beam
dynamics Inc., model 50.8 Ni), that is mounted at a distance of 17.5 cm downstream
from the SSEV.

3.1.2. Acceleration and collimation of the anion pulse

The cold gas jet leaving the SSEV has a velocity of ∼ 825 m s−1 (see section 3.2.1) in the
case of neon and an axial velocity spread corresponding to a temperature of ∼ 200 mK,
according to the manufacturer. For several reasons it is preferable to accelerate the
particles to higher energies at this stage. First, the experimental environment at the
AD involves large magnetic stray fields, and makes it therefore difficult to work with
low energy particles. Secondly, the acceleration allows to separate the negative from the
likewise produced positive charges, and is necessary to reduce the effect of space charge
expansion in the pure anion beam. Lastly, the larger energy increases the detection
efficiency when using an MCP for monitoring the beam.

The acceleration is implemented using a so–called pulsed tube. This is an electrically
conducting tube, with an inner diameter of 3 cm and a length of 4 cm, that is covered
by a fine mesh at the entrance and exit (see figure 3.2 d)). The latter is a Precision
eforming, MG17 gold mesh, with an opening fraction of 90 %, a wire line width of 19 µm
and an opening width of 344 µm. This tube is placed on axis directly after the skimmer.
It is initially grounded, but upon entrance of the particle jet, ramped to Uacc = −1.8 kV
using a fast push–pull switch (Behlke HTS 31-03-GSM ). Due to the mesh on either side,
the potential inside the tube is homogeneous and the particles experience no force until
they reach the other end of the tube. Upon leaving, they are accelerated by a potential
gradient towards a third mesh (see figure 3.2 d1)) which is grounded. For accelerations
in the kV regime, the kinetic energy of the particles can therefore in good approximation
be assumed to be Uacc. A 6 mm diameter, removable iris is placed behind the last mesh
in order to define the size of the beam. In addition to clipping unwanted parts of the
beam, which would be distorted by the einzel lens system, the imposed constraint helps
in the analysis of the beam dynamics.

Figure 3.3 d) shows a simulation of the acceleration potential. After acceleration, two
einzel lenses at positive voltages allow to change the focus of the beam. The voltage
needed for collimation is on the order of half the acceleration voltage with opposite sign,
as will be seen in section 3.2. In addition, the electrode stack allows steering of the beam.
For this, the einzel lenses are segmented in four isolated parts. To set the voltages on
each electrode, the following formula is used:

Uj = Uel + Ust sin

(
φ+

πj

4

)
. (3.1)

Here, Uel is the offset for beam collimation, Ust the voltage determining the magnitude
of the steering, φ the angle defining the direction of the steering and j the index defining
the electrode, ranging from one to four. A simulation of the resulting potentials for three
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a) b) c)

d)

Uacc Uel1 Uel2

Figure 3.3.: a) - c) Plot of the electrode potentials (unit is volt) used for beam steering.
The potentials are shown for Ust = 10V and for steering at angles φ =
{0, 1/8, 1/4}π. d) Plot of the acceleration and collimation potential (unit is
volt) for the settings: Uacc = −1800 V, Uel1 = 820 V and Uel2 = 710 V.
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Figure 3.4.: a) Circuit providing the high peak currents for ramping of the pulsed tube.
b) Image of the high–voltage switch and the PCB used to supply the voltages
for the pulsed tube and einzel lenses. The electronics are mounted in a box
next to the vacuum feedthrough to keep the cables short.

different steering directions and Uel = 0 is shown in figure 3.3 a–c). As can be seen, these
potential settings lead to a radial electric field component, that is fairly homogeneous
for coaxial beams. The steering is mainly used for smaller corrections to the particle
trajectory, and Ust usually around two orders of magnitude smaller than Uacc. An effect
of the steering on the collimation, due to the asymmetry in the potential, can therefore
normally be neglected.

The voltages for the electrodes are supplied by CAEN modules, using a CAEN A1821N
board for the negative, and a CAEN A1832P for positive voltages. These can provide
up to ±6 kV, but are limited to a current of 200 µA. The pulsed tube has a capacity
of ≈ 60 pF. Since the ramping of the acceleration voltage has to happen within a
microsecond, instantaneous currents of several amperes are required, which cannot be
provided by the power supplies. The circuit used to circumvent this problem is shown
in figure 3.4 a). A passive, second–order low–pass filter (R = 10 kΩ, C = 15 nF) is used
between the supply and the electrodes. Apart from reducing electronic noise coming
from the high–voltage supplies, the filter capacity next to the high–voltage switch acts
as a charge buffer, and provides the large currents needed to ramp the pulsed tube. To
prevent damage to the switch, the current is limited by a shunt resistor R = 320 Ω to
around 5.6 A. All circuit elements needed to supply the pulsed tube and einzel lenses
are assembled on a single printed circuit board (PCB) (see figure 3.4 b)).

3.1.3. Mass filtration

The accelerated anion beam still includes different negatively charged particles, gen-
erated by the SSEV and the DBD. Since Penning traps are not mass selective, these
species would be equally trapped together with the C2

−. While trace impurities of
atomic and molecular anions do not significantly interfere with the sympathetic cooling,
larger amounts can lead to altered plasma dynamics in the trap by centrifugal separation
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and steal cooling power from the actual goal of cooling the antiprotons. To single out
the C2

−, a Wien filter (also called velocity filter) is used.
This filter uses a crossed magnetic and electric field to deflect species, depending on

their velocity and charge. For the case of an electric field in x̂, a magnetic field in ŷ and
a beam in ẑ direction, the force acting on a particle with charge q is:

FL = q (Ex̂ + vBẑ× ŷ) = q (E − vB) x̂. (3.2)

By tuning E and B, the force can therefore be made to vanish for specific values of
v, meaning that particles at this velocity are not deflected and can be separated from
the rest. The acceleration scheme used in the setup defines the kinetic energy of the
beam to Ekin = |qUacc|, making the particle velocity a function of the respective mass

v =

√
2|qUacc|
m . In this setting, the Wien filter therefore effectively acts as a mass filter

for the incoming particle beam.
The used device is a Beam Imaging Solutions Inc., model 600–H velocity filter, with a

nominal resolution of m/∆m ∼ 400. It features electromagnetic coils, which, under rated
conditions, allow to produce nominal magnetic fields up to 100 mT. In pulsed operation,
which limits heating of the coils, it was found experimentally that the device can be used
for mass filtration with magnetic fields up to 175 mT. The nominal voltage that can be
applied to the electrodes is 300 V. The electric field is produced by two main horizontal
deflection plates, with a length of ≈ 15 cm, which are placed at a distance of ≈ 18 mm
from each other. In addition, 12 shims allow fine tuning of the resulting electric field. A
passive controller on the basis of a network of voltage dividers is supplied, and allows to
tune the electrode voltages via potentiometers. Due to this configuration, a single voltage
supply is sufficient to operate the mass filter. In addition to the horizontal deflection,
two separate electrodes, with their own voltage supply, allow vertical deflection of the
beam at the entrance of the device. For the measurements in this thesis, the horizontal
electrodes were operated with the factory potentiometer settings.

An important figure is the mass resolution, required to separate C2
− from the bulk of

the beam. To this end, it is interesting to look at the masses of all species possibly pro-
duced. Ignoring the complex formation dynamics, table 3.1 shows a list of all anions that
can be formed from an initial gas mixture of acetylene, carbon dioxide, neon and helium,
by naive permutation of the constituents. Anions with negative EA can be neglected,
since they are unstable and would either decay before entering the Penning trap or could
be easily removed via photodetachment in flight. Likewise doubly charged anions were
ignored as unstable (Boldyrev and Simons, 1993). The masses of the remaining species
are shown in figure 3.5, together with the relative abundance of their naturally occurring
isotopes. As can be seen, 12C2

−
at 24 u is separated from other species by 1 u with the

exception of a low abundance isotope of NeH−. A resolution of 1 u at 24 u, to separate
12C2H

−
and 12C2

−
, is therefore sufficient, and can be achieved with the device in use.

3.1.4. Detection of the anions

The produced anions are analysed using two different detectors, a FC for charge detection
and a MCP for monitoring the shape of the beam. For the former, a shielded design for
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Species EA (eV) Reference

CO2
− −0.6 (Knapp et al., 1986)

O2
− 0.45 (K. M. Ervin et al., 2003)

CO− 1.26 (Refaey and Franklin, 1976)
C2H2

− unstable (Dressler and Allan, 1987)
H2CC− 0.484 (DeVine et al., 2018; Gerardi et al., 2010)
C2H− 2.97 (Zhou et al., 2007)
C2
− 3.27 (M. K. Ervin and Lineberger, 1991)

NeH− 0.73 (Harris et al., 2014)
Ne− −1.2 (Bratsch and Lagowski, 1986)
F− 3.40 (Blondel et al., 2001)
H2O− < 10−4 (Chipman, 1978)
HO− 1.83 (Smith et al., 1997)
O− 1.46 (Blondel et al., 2005)
CH4

− ? probably unstable
CH3

− 0.08 (Ellison et al., 1978)
CH2

− 0.65 (Leopold et al., 1985)
CH− 1.24 (Kasdan et al., 1975)
C− 1.26 (Bresteau et al., 2016)
He− −0.5 (Bratsch and Lagowski, 1986)
H2
− unstable (Heber et al., 2006)

H− 0.75 (Lykke et al., 1991)

Table 3.1.: List of possibly produced anions based on naive combination of the gas mix-
ture constituents. Stable anions have a positive electron affinity (Bartmess,
2018, retrieved 23.04.2018). An extensive review can also be found in
(Rienstra-Kiracofe et al., 2002). F− is included for reasons discussed in sec-
tion 3.3.
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Figure 3.5.: Plot of the natural relative isotope abundance and masses of the stable
anions from table 3.1. The plot was created on the basis of the natural
isotope abundances of the atomic constituents of each species. Isotopes with
an abundance < 1× 10−6 are not shown. The isotope data was retrieved
from (Wolfram Alpha LLC, 2017).

the FC was used (see figure 3.2 f)). Here, the electrode is surrounded by a grounded
shield, with a single 5 mm entrance on one side. In addition, the entrance is surrounded
by a suppression plate. This is a ring–shaped electrode, isolated from the shield and FC,
which can be biased to several hundred volts. This way it can either be used to repel
unwanted charges, or suppress reflection of secondary electrons during the impact of
the beam. The conducting parts are machined from brass, while the isolators are made
from ceramic. A shielded vacuum cable then connects the cup to a Femto, DLPCA-200
variable gain current amplifier. The amplified signal is recorded by an analogue–to–
digital converter (ADC), which is controlled by the FPGA.

The MCP is a commercial system (Hamamatsu F2223–21P379 ), with a diameter of
24 mm, using a phosphor screen as a readout device. The phosphor screen is imaged by
a triggered camera (Allied Vision Mako G–234B PoE ), whose exposure time can be set
with a precision of ±9.6 µs. The optical imaging system is self–built, using two lenses
with a diameter of 5 cm on a breadboard. The voltages in the kV range that are needed
for amplification are supplied by the CAEN A1832P.

3.1.5. Enhancement cavity for photodetachment laser spectroscopy

While these measurements are not part of this thesis, the setup includes the possibility
for flyby photodetachment spectroscopy, as a tool for the characterisation of the initial
electronic population of the molecules. As is described in section 2.3, the A2Π ↔ X2Σ
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transition is an interesting candidate for photodetachment spectroscopy, requiring a
laser at 2.54 µm for resonant excitation and a laser with a wavelength below 446 nm for
the detachment from the A2Π state. To increase the interaction time with the laser,
the spectroscopy module is positioned in front of the skimmer, before the particles are
accelerated (see figure 3.1). Since the detachment has to happen in the short time–
window, during which the molecules are in the excited state A2Π and are transversing
the laser, the detachment laser needs to have a high intensity. For budget reasons, in this
setup this is achieved by enhancing a low–power laser in a high–finesse optical resonator
(also called an enhancement cavity)

An extensive discussion of optical resonators can be found in (Hodgson and Weber,
2005), from which the most important relations are summarised here. A simple example
of an optical resonator consists of two mirrors with polished backs facing each other. If
a laser beam enters this arrangement via one of the mirrors, it is subsequently reflected
back and forth by the mirrors, and therefore interferes with itself. In order for the beam
to stay confined in the resonator, the curvature r of the mirrors needs to fulfill the
relation:

0 < g1g2 < 1 gi = 1− L

ri
, (3.3)

where L is the distance between the two mirrors. Under realistic conditions, the re-
flectivity of the mirrors is finite, and only a fraction RM of the light is reflected by the
mirrors. Taking this into account, expressions for the light reflected by and transmitted
through the resonator can be calculated:

RC =
4RM sin2(kL)

(1−RM)2 + 4RM sin2(kL)
TC =

(1−RM)2

(1−RM)2 + 4RM sin2(kL)
, (3.4)

where k is the wavenumber of the laser. From this it can be seen that for light with
frequencies:

ν = n∆ν = n
c

2L
n ∈ N+ (3.5)

the resonance condition of the cavity is reached. ∆ν is also called the free spectral range
(FSR) of the resonator. At these frequencies the phase shift of a round trip between the
two mirrors is 2π, which intuitively explains the constructive interference and resonance.
The spatially allowed modes inside the cavity are the Hermite–Gaussian modes. For the
fundamental mode, the waist w0 in the case of a symmetric resonator is given by:

w0 = k−
1/2 (L (2r − L))

1/4 . (3.6)

The enhanced energy density at resonance inside the cavity is then given by:

ρmax =
2P

cπw2
0

1 +RM

1−RM
, (3.7)

where P is the power of the beam entering the cavity. Equation (3.4) also allows to
determine the spectral FWHM of the resonator:

δν = |ln(RM)| c

2πL
' c (1−RM)

2πL
, (3.8)
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which is connected to the storage time of the light in the resonator. In the last step,
|ln(RM)| was approximated as the first term of its Taylor series around one, which is
a reasonable approximation in the case of high quality mirrors. If the laser is turned
off abruptly, the light in the resonator leaks out in transmission. The time it takes the
energy density to drop by a fraction of 1/e is connected to the spectral FWHM according
to:

τ =
L

c |ln(RM)| =
1

2πδν
' L

c (1−RM)
. (3.9)

In the literature, optical resonators are often characterised by the so–called finesse F :

F =
∆ν

δν
=

π

|ln(RM)| '
π

1−RM
. (3.10)

High values of F are therefore an indicator for good–quality mirrors, and high light
amplification inside the resonator. The resonator described in this thesis uses custom–
made, concave mirrors from Layertec, with a quoted reflectivity RM above 0.9997 at
399 nm, a curvature of 400 mm and a diameter of 12.7 mm. A picture of the resonator at
its mounting position in front of the skimmer can be seen in figure 3.2 g). The mirrors are
mounted on a specially designed holder, which was machined from low thermal expansion
Invar steel, at a distance of 38.6 mm from each other. For vibration isolation, the holder
is mounted on a separate vacuum flange via four steel rods. The flange is firmly attached
to the optical table, on which the rest of the laser setup is placed. A bellow then isolates
the flange from the vacuum setup.

High–performance resonators with a finesse of 10 000 or more and lengths in the cm
range, have spectral widths of 500 kHz or smaller. Given a similar small spectral width of
the laser, fluctuations in the environmental conditions (e.g. thermal drifts or vibrations)
can change the parameters of the resonator inside the laser or the enhancement resonator,
causing them to drift out of resonance. It is therefore necessary to stabilise them with
regard to each other. Two different approaches are usually employed for this. The first
is to mount one of the resonator mirrors on a piezo actuator, which allows to change the
distance between the mirrors and thereby adjust the resonance frequency. The second is
to use a laser which can be frequency modulated. In both cases it is necessary to have
a reference signal, which allows to determine how far off resonance the laser and the
resonator are with respect to each other.

A straightforward approach would be to monitor the transmitted or reflected laser
intensity of the enhancement resonator (see eq. (3.4)). By operating on the flank of the
resonance signal, a drift of either the resonator or the laser leads to a proportional change
in the intensity. This approach has two disadvantages. Firstly, it cannot distinguish
between frequency drifts and drifts in the laser intensity itself. Secondly, it cannot be
used to stabilise on the maximum of the resonance, since the reference signal is symmetric
around it, and hence it cannot be determined in which direction the correction has to
be. These problems are overcome by the Pound–Drever–Hall (PDH) laser frequency
stabilisation scheme. The reader is referred to (Black, 2001) for a detailed introduction
to this technique. It is based on a constant, small and high frequency modulation of
the laser. The latter can be seen in the reflected intensity of the resonator. The crucial
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Figure 3.6.: Schematic of the optical setup for the photodetachment spectroscopy. The
focus is on the enhancement resonator and the optics for its interaction with
the 399 nm laser. The preparatory and stabilising optics of the 2.54 µm laser
are omitted. The graphic was made using the pst− optexp package for
LATEX (Bersch, 2014).

effect is then, that the reflected signal experiences a phase change around the resonance
with respect to the applied modulation. By monitoring the reflected intensity of the
resonator and comparing it to the applied modulation, an asymmetric reference signal
(also called error signal) can therefore be deduced.

A schematic overview of the optical setup, that was built for enhancing a low power
laser at 399 nm in a resonator, is shown in figure 3.6. The used laser is a Toptica DL
Pro HP System, with a line width < 150 kHz. The laser is grating–stabilised and has
two possibilities for modulation. The first is fast, at up to 25 MHz, and achieved by
modulating the current of the laser diode. The second is slow ∼ 5 kHz, but allows
modulations in a larger frequency range up to ∼ 20 GHz, by applying a voltage to a
piezo which changes the position of the stabilising grating. The laser has an internal
optical isolator, but it was found that an additional external 30 dB isolator is necessary
to eliminate destabilising back reflections from the resonator. An anamorphic prism pair
(APP) is used to correct the initial spacial ellipticity of the laser beam. A system of three
lenses is then used to match the spacial mode of the laser to the resonator. To monitor
the reflected light from the resonator, a polarising beam splitter (PBS), combined with
a λ/4 plate is used. The light initially transmitted by the PBS, which is reflected by
the resonator, passes the λ/4 plate twice and therefore experiences a 90◦ rotation of
its polarisation. As a result, it is reflected by the PBS. A second λ/2 plate allows to
correct additional polarisation changes, caused by the optical elements in the path. The
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reflected light is then monitored by a fast photodiode (PD) (Thorlabs PDA10A-EC )
with a bandwidth of 150 MHz. The PBS also gives control over the laser power sent to
the resonator, by adjusting the polarisation using the λ/2 plate after mirror M1. As an
additional diagnostic tool and to ease the alignment procedures, the light transmitted
through the resonator is also monitored. After a 50/50 beam splitter (BS), one arm is sent
to a fast photodiode identical to the one in reflection. The other arm is monitored by the
bare CCD of a Playstation eye USB camera, and allows to determine the spacial mode
in the resonator. The resonator mirrors, vacuum windows, as well as mirrors M4 and M5
feature a calcium fluorite substrate, which is transmissive at 399 nm and 2.54 µm. This
allows to superimpose the 2.54 µm laser via mirrors M9 and M10, by using a reflective
laser line coating for 399 nm on mirrors M4 and M5. The optical components necessary
to control and stabilise the 2.54 µm laser are not covered in this thesis and omitted in
figure 3.6.

Stabilising the 399 nm laser to the resonator requires a feedback circuit on the basis
of the voltage signal from PD1. This is implemented using a Toptica Digilock system.
The latter uses fast ADCs, DACs and an FPGA for signal processing, and is designed
specifically for the purpose of laser stabilisation. To this end, it allows to generate the
PDH signal for the modulation of the laser and to demodulate the reflection signal from
PD1. On the basis of the error signal from the demodulation, two proportional–integral–
derivative (PID) controllers can be implemented on the Digilock, covering different kinds
of drifts. The first controls the feedback to the piezo moving the laser grating and allows
to compensate slow drifts (e.g. thermal changes of the resonator substrate). The second
controls the feedback on the laser diode current and is used to correct fast frequency
changes (e.g. electronic noise on the laser controls). The parameters are controlled via
a computer interface.

3.2. Experimental results: acceleration and beam steering

3.2.1. Ion production and stability of the DBD

Three different gas mixtures were investigated in the measurements: 5 % C2H2, 3 % CO2

in helium, 2 % C2H2, 2 % CO2 in neon and 5 % C2H2 in neon. Using the hot cathode
for stabilisation, it was possible to reliably operate the DBD with all three mixtures,
with a supply pressure of 8 bar at the SSEV. In single shot operation, a pressure of
6× 10−6 mbar can be maintained in the valve chamber. The stability of the discharge
can be monitored using the FC, which is placed 578 mm downstream of the SSEV nozzle.
Figure 3.7 shows the current signal, as recorded by the FC, when the suppression plate
is biased to −30 V and all other electrodes are grounded. This way, only positive charges
can reach the electrode. The valve is triggered at t = 0, followed by the DBD at t = 80 µs
which results in a pick–up that can be seen in the FC time trace. The particles then
drift through the vacuum until they reach the FC. From the arrival time, the velocity of
the gas bunch can therefore be estimated to be ∼ 1500 m s−1 for the case of helium, and
∼ 825 m s−1 if neon is used as carrier gas. In the case of H±, the velocities correspond
to energies in the Ekin ∼ 100 meV and Ekin ∼ 30 meV range. The different velocities are
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Figure 3.7.: Current signal from the FC, placed directly behind the acceleration and
steering stack at a distance of 578 mm from the SSEV nozzle. The suppres-
sion plate of the FC was biased to −30 V, allowing only positive charges
to reach the electrode. Left: using the gas mixture 5 % C2H2, 3 % CO2 in
helium. Right: using 2 % C2H2, 2 % CO2 in neon and 5 % C2H2 in neon.

a result of lower molecular velocities and higher viscosities of heavier carrier gases, and
are in reasonable agreement with the literature (Even, 2015).

The stability of the DBD can be quantified by integrating the FC signal for consecutive
shots, as shown in figure 3.7. Figure 3.8 shows a histogram of the integrated FC signal
for 500 shots, using 5 % C2H2, 3 % CO2 in helium. To visualise the fluctuations, the
axis is normalised to the mean value of the distribution, by applying the transformation
x → x/x̄ − 1. The standard deviation of the scaled distribution is σ ≈ 0.12. The total
number of produced charges therefore fluctuates by around 10 %. A similar behaviour
was observed for the other two gas mixtures.

3.2.2. Acceleration of the particles

The time traces of the FC are also a good means to monitor the acceleration of the
particles. Using identical parameters as in figure 3.7, figure 3.9 shows FC time traces,
only this time using the pulsed tube for acceleration of the particles. The suppression
plate was biased to −500 V in order to suppress the emission of secondary electrons from
the FC. The pulsed tube is ramped to −1.8 kV at t = 270 µs, t = 400 µs and t = 390 µs
respectively, and maintains the voltage for 500 µs. The fast ramping again results in a
pick up, and can therefore be seen in the signal. It is cut for higher signal amplitudes
due to the small dynamic range of the ADC. Comparing the traces to the unaccelerated
case, the effect of the pulsing can be clearly seen. In addition, the times of the ramp
agree with the estimated particle velocities prior to the acceleration and the distance of
265 mm between the SSEV nozzle and the end of the pulsed tube.

The order of magnitude of negative charges recorded per shot by the FC, as in the
data shown in figure 3.9, is ∼ 1× 107. This number however, should be seen as a lower
bound, since the FC is too small to record the whole beam and too near to the einzel lens
system to allow for a small enough focus. It must also be pointed out, that at this point
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Figure 3.8.: Histogram of the integrated, unaccelerated FC signal as shown in figure 3.7,
on the basis of 500 shots from the SSEV. The gas mixture 5 % C2H2, 3 %
CO2 in helium was used. In order to visualise the fluctuation, the axis was
scaled to the mean of the distribution, resulting in a standard deviation of
σ ≈ 0.12. The blue line shows a normal distribution with the same mean
and standard deviation.

in the setup, the bunch still consists of all different kinds of anions that are produced by
the DBD. Furthermore it is noteworthy, that 3.7 shows the detection of positive charges,
while only anions are accelerated and detected in 3.9. This was done intentionally, to
show and underline that both ions and anions are produced from the used gas mixture
in the DBD. The particles then travel as a quasineutral bunch, and can be separated
later by using the appropriate voltages.

3.2.3. Collimation and steering

While care was taken in the design and construction of the pulsed tube, to limit deteriora-
tion of the beam quality, some effects cannot be prevented. For an initial characterisation
of the beam, the MCP was mounted between the first FC mounting position and the
mass filter (see figure 3.1). The measurement showed that the beam leaving the einzel
lens system is large enough to clip at the endelectrode. Since the beam is constrained
to a 6 mm diameter by the iris after the last acceleration mesh, this implies a significant
divergence. Due to a lack of diagnostic tools at the relevant positions, only speculations
can be made about its origin. It is conceivable that warping of the meshes, space charge
effects arising from the charge separation of the neutral particle bunch, fringe field effects
from the mesh or a combination of them are responsible.

The effect of the einzel lens system on the beam at the near position, without using
steering, is illustrated in figure 3.10. The used gas mixture was 5 % C2H2 in neon and
the MCP settings were identical for all three images. The applied einzel lens voltages
are given in the figure. While a focusing effect can be clearly observed, it is also evident
that the beam has a tilt or offset with respect to the axis of the experimental setup.
This leads to aberrations by the einzel lenses which can be seen in the images, together
with clipping of the beam by the electrodes.

The functionality of the steering, using the segments of the einzel lenses, is shown in
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Figure 3.9.: Current signal on the FC, using the pulsed tube for acceleration of the
particle bunch and the einzel lenses to focus the beam. The suppression
plate of the FC is biased to −500 V. The spikes are pick up signals due to
the ramping of the pulsed tube. Left: using the gas mixture 5 % C2H2, 3 %
CO2 in helium. Right: using 2 % C2H2, 2 % CO2 in neon and 5 % C2H2 in
neon.
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Figure 3.10.: MCP images of the 1.8 keV accelerated anion pulse after being focused by
the einzel lenses. Both lenses were set to equal positive voltages and no
steering voltages were applied to the segments. The used gas mixture was
5 % C2H2 in neon. All three images were taken with identical MCP and
camera settings. For comparability, the images use the same colour scale.
A black circle shows the outlines of the phosphor screen.
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Figure 3.11.: Illustration of the functionality of the steering. The markers show the
centre position of the beam for different steering parameters. A black line
shows the outline of the phosphor screen (see text for details). Left: the
steering amplitude of both einzel lenses was scanned independently from
−40 V to 40 V in steps of 10 V for different steering angles. The colour
coding shows the different angles. Right: part of the data shown on the left,
with Ust = 0 V for the second einzel lens. Colour coded for the amplitude.

figure 3.11. For this measurement, the 1.8 keV anion beam was focused onto the MCP,
while scanning through different steering angles and amplitudes and recording an image
of the beam for each setting. The images were then processed and the centre ~c of the
beam was located. For this, the pixels corresponding to the active area of the phosphor
screen were selected and the minimum and maximum intensity value determined. On
this basis, the top 50 % of the intensity values were selected and used to calculate a
weighted mean of the corresponding pixels:

~c =

(∑
i

χi

)−1∑
i

~xiχi, (3.11)

where the sum is over the selected top 50 % pixels, ~x denotes the position and χ the
intensity of the pixel. The plot on the left shows the calculated beam centre for a large
parameter scan. For different steering angles φ (colour coding of the plot), the amplitude
Ust of both einzel lenses was scanned independently from −40 V to 40 V, in steps of 10 V
(see eq. (3.1)). As can be seen, there is good agreement between the set parameters
and the effect on the beam. The plot on the right highlights the effect of the steering
amplitude. It shows a part of the data plotted on the left, where only the first einzel
lens was used for steering, this time colour coded for the amplitude Ust of the second
einzel lens. Again there is good agreement between the parameters and the influence on
the beam.
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According to the manufacturer of the mass filter, the device requires a collimated beam
with a diameter less than 10 mm in order to be able to resolve masses 24 u and 25 u. Using
the einzel lens system, it was tried to achieve these parameters by making a two–point
measurement. For this, the MCP was placed once at the first FC mounting position,
where figures 3.10 and 3.11 were recorded, and then moved to the far position as shown in
figure 3.1. At each position, a large scan over the steering and einzel lens parameters was
performed. By comparing the beam sizes at the two positions for identical settings, it
was possible to determine an optimal set of parameters. It was found, that the size of the
beam cannot be reduced below 15 mm while forming a collimated beam. The working
hypothesis at the time of the measurement was, that this is due to the unexpectedly
strong divergence of the beam after the acceleration and the distance between the last
mesh and the first einzel lens. This could be improved by changing the geometry of the
einzel lens system. However, due to a constraint on time it was decided to proceed with
the measurements with the mass filter and ensure collimation of the beam using irises
in addition to the einzel lens system.

3.3. Experimental results: mass spectrometry

The irises are placed directly in front of and after the Wien filter, each with a diameter of
2 mm (see figure 3.1 for an illustration). Even though the mass filter was readily bought
mounted in a DN200 vacuum chamber, a closer inspection showed that it has a minor
tilt with respect to the chamber. While this can be compensated by using bellows for the
connection to the setup and a separate translatable mount for the mass filter chamber,
this option had to be discarded due to time and budget reasons. Instead, the irises were
aligned on axis with the tilt, and the steering capabilities of the einzel lenses and the
deflection electrodes of the filter used to guide the beam through the assembly. This was
done by optimising the focusing and steering parameters until the signal on the MCP
downstream was maximised. The found settings were in agreement with the parameters
of the collimated beam, found in the two–point measurement which was discussed in the
previous section.

Using this setup, mass spectra were recorded for the three gas mixtures mentioned
in the previous sections. For this, the horizontal deflection was set to a constant 350 V
and the supply current of the magnet coil scanned over a range corresponding to 0 u to
30 u. The resulting signal on the MCP was then recorded. For each current setting, a
specific mass can pass the filter undeflected and reaches the MCP. The resolution of the
spectrum then depends on the strength of the deflection of unwanted masses, the drift
length to the MCP, the size of the beam at the detector and the size of the integrated
window. The window size can be controlled by selecting only part of the phosphor screen
during the evaluation.

The resulting spectra are shown in figure 3.12. Here, the x–axis is already transformed
from current to atomic masses, using the relationship:

m = 2eUacc

(
delB (Icoil)

Uel

)2

, (3.12)
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Figure 3.12.: Mass spectra recorded by integrating the particle signal behind the mass
filter with the MCP for different coil currents. The spectra were measured
for three different gas mixtures: 5 % C2H2, 3 % CO2 in helium, 2 % C2H2,
2 % CO2 in neon and 5 % C2H2 in neon. Annotations show the most likely
anionic candidate for each signal. See text for details.

where Uacc is the acceleration voltage, del the distance between the horizontal deflection
electrodes, Uel the voltage applied to the deflection electrodes and B (Icoil) the linear
relationship between coil current Icoil and the resulting magnetic field B. An empirical
function for B (Icoil) is provided by the supplier. Expression (3.12) results from equation
(3.2) for the case that the forces cancel (the undeflected beam), the relationship between

velocity and acceleration voltage v =

√
2|qUacc|
m and by approximating the electric field

of the deflection plates as E = Uel/del. Due to several imperfections in the experimental
setup, the I → m transformation of the x–axis results in obviously unphysical signals at
fractions of an atomic mass unit. By looking at equation (3.12), it is easy to see that
the limited accuracy of the high–voltage power supplies will lead to errors in Uacc and
Uel. Likewise, hysteresis in the yoke of the mass filter magnet can do the same for the
B (Icoil) term. In addition, the approximation E = Uel/del is only valid for on–axis beams
in the mass filter. Since the irises and the steering of the beam have to account for the
tilt of the mass filter, mechanical imperfections of the mounts can lead to additional
shifts due to fringe field effects.

While it could be tried to characterise and account for these imperfections, a more
practical approach is to calibrate the mass spectrum. To this end, it was tried to ignite
a gas mixture of 5 % O2 in helium with the DBD. It was planned to use an expected O−

signal for the calibration. Even though a large parameter range was tried out, it was not
possible to create a detectable amount of anions. For this reason, the mass spectrum
shown in 3.12 was calibrated using the expected H−, C− and CH− signals. The details
of this procedure would distract from the topic of this section and were therefore moved
to the appendix A.3. Even though this approach is less certain, the resulting integer
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mass signals agree with the used assumption and the knowledge about the content of
the gas mixtures.

The y–axis is proportional to the summed pixel intensities of a 2.5 mm, vertical window
in the centre of the MCP. For the measurement, five consecutive shots were integrated
on the camera in a time window of 1 s. This is a compromise between stray–light, which
is increasing the noise on the camera due to the prolonged exposure and a limit on the
frequency of the shots due to the pressure building up in the valve chamber. For each
datapoint, five of these integrated burst were recorded and averaged. The error bars
show the standard deviation of the respective ensemble. To facilitate comparisons of the
peak sizes, the y–axis was scaled to unity by the maximally occurring value.

The labels in 3.12 show the most likely anionic candidates for the signals. Since
the settings were identical for all three gas mixtures, a rough comparison can be made
regarding the quantities of the produced anions. The main uncertainty concerning the
comparability is the detection efficiency of the MCP for different anion species. Apart
from performing a detailed calibration measurement, which is out of the scope of this
thesis, the only data available on the detection efficiency of the device is shown in A.4.
Even though there is the potential for variations on the order of 10 %, given the data in
A.4, it seems reasonable to assume that amplitudes in a window of ±2 u around a specific
mass are comparable. The fact that the measured distribution of the anions agrees with
the gas content is further evidence, that the variance of the detection efficiency allows for
at least a qualitative comparison. It is also interesting to see that there are significant
differences regarding the overall production efficiency.

The signal at 19 u is the only one which cannot be explained by the constituents of
the gas, but might be a result of the production method. The SSEV uses ceramics for
the nozzle and for isolation of the DBD electrode. It was observed that prolonged use
etches the ceramic parts and could therefore release F−, given the right ceramic.

While being dwarfed by the larger acetylene products C2H− and H2CC−, there is a
clear signal at 24 u, where C2

− is expected. Even though the final verification has to
be done by laser spectroscopy, the three–peak structure is a strong indication that it is
indeed the anion that is sought after. Using the FC at the far position in front of the
MCP, an effort was made to determine the number of anions at the position of 24 u.
However, in the current configuration the signal is too weak to be detected by the FC,
even when using a high–performance amplifier. A rough estimate based on the recorded
MCP images gives a lower limit of several dozens of anions per valve shot.

While the resolution is sufficient for the distinction of the main constituents of the
anion beam, it is too low for a complete spatial separation and significantly below the
rated resolution of the device. Three effects are mainly suspected to be responsible for
this. The first is the velocity spread of the beam. Since the mass selection happens
indirectly through velocity selection (see section 3.1.3), a spread of the velocity distri-
bution increases the uncertainty in the mass spectrum. Even though fine gold meshes
are used for a precise definition of the potential inside the pulsed tube, expansion due
to space charge can still be a cause of such a spread. The second effect has its origin in
the unsatisfactory solution for the tilt of the mass filter. Due to unavoidable alignment
errors of the irises with respect to the tilt, it is likely that the beam still shows a residual

72



misalignment, which can cause aberrations if there is a velocity component in the hori-
zontal direction. The third effect stems from the reduced flux due to the use of the irises.
This makes it difficult to detect aberrations in the beam, which is necessary to fine–tune
the electric field inside the mass filter by means of the shims. It is therefore likely that
the device performs below its potential, since there are residual inhomogeneities present
in the electric field.

3.4. Experimental results: enhancement cavity

This section presents the results obtained with the 399 nm enhancement cavity, described
in section 3.1.5. For the operation of the photodetachment spectroscopy which it is built
for, two properties are of special importance. Firstly, the light amplification needs to be
achieved and verified to work at the needed level. This is discussed in 3.4.1. Secondly,
the stable operation of the frequency lock of the laser to the resonator must be shown in
the experimental environment. This particularly includes its robustness to the operation
of the SSEV and the DBD, and is discussed in section 3.4.2.

3.4.1. Finesse and optical power in the cavity

The FSR of the cavity is a property which can simply be calculated from the distance
between the mirrors (see eq. (3.5)). This distance is defined by the cavity holder as
L = (38.8± 0.3) mm, which gives ∆ν = (3.88± 0.03) GHz for the FSR. The error in L
is the machining precision with which the holder was produced. Since determining the
performance of the cavity is equal to determining its finesse, looking at (3.10), it can
be seen that this requires either measuring the spectral FWHM δν of the resonance,
or the decay time τ (see eqs. (3.8) and (3.9)). If the line width of the used laser is
much narrower than the cavity resonance, δν can be determined by scanning the laser
while measuring the reflection signal from the resonator. Since it is unlikely that this
assumption is valid for the used setup, τ is measured instead.

Ideally, this is done by moving the laser into resonance with the cavity and then
turning it off abruptly. Monitoring the exponential decay of the transmission signal
then allows to determine τ . The nominal reflectivity for the used mirrors is > 99.97 %,
making the decay rate an expected τ > 0.42 µs and resulting in a spectral width of
δν < 371 kHz. The shutdown needs to happen on a timescale similar to this, which
therefore requires a fast shutter like an acousto–optic modulator (AOM). Since such a
device was not available, a slightly different approach was used.

By scanning the laser frequency fast enough, an effective turn off can be realised when
the laser moves out of resonance. While this requires no additional hardware to the one
needed for the lock, it has the disadvantage of allowing for interference effects between
the laser and the cavity. In the setup, the measurement was realised using the piezo
for the frequency scan and PD2 to monitor the signal (see figure 3.6). Figure 3.13 on
the left shows the transmission signal of a single scan over the TEM00 mode of the
cavity. As can be seen, there is a discrepancy between the exponential decay that is to
be expected and the signal that is observed. After an initial pumping phase, where the
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Figure 3.13.: Measurement of the cavity finesse. Both plots show the transmission signal
while scanning the laser frequency over the resonance. Details can be found
in the text. Left: plot of a single scan with two lines showing fits to the
decay curve. The blue marked data and fit were used to determine the
finesse. Right: average of 128 scans on a logarithmic scale. Interference
between the detuned laser and the cavity can be seen.

laser moves into resonance and builds up energy in the resonator, a sharp drop can be
seen, followed by a much slower decay of the transmission signal. This deviation from
the expected exponential decay is most likely an interference effect, as was mentioned
earlier. As described in detail in (An et al., 1995), the laser interacts with the cavity
while moving out of resonance, which can lead to a significant interference.

Three vertical dotted lines are shown in the figure. From left to right they illustrate
the onset of the resonance, the maximum and the onset mirrored around the maximum.
As can be seen, the sharp drop stops shortly before the laser is expected to move out of
resonance, which agrees with the interpretation of the interference. A beating can also
be seen on the right in figure 3.13. Here the laser was scanned over the resonance, while
averaging 128 traces of the transmission signal with an oscilloscope. A Tektronix TDS
2024C oscilloscope was used for the measurement and triggered on the rising side of the
signal. The effect of the detuned laser is clearly visible on a logarithmic scale.

To determine the finesse, the trace on the left in figure 3.13 is fitted with an exponential
function:

f(t) = a+ b exp

(
−(t− t0)

τ

)
, (3.13)

where a, b, t0 and τ are parameters of the fit. This is done twice with different regions
of the data. Once for the region marked red, which corresponds to the sharp drop
and part of the background region, and once for the region marked blue, which is the
expected cavity ringdown and the background. The correspondingly coloured lines show
the acquired fits. As can clearly be seen, the two regions cannot be described by the
same exponential decay. For the reasons discussed, only the second fit is used, which
then yields:

τ = (0.52± 0.03) µs RM = (99.975± 00.002) % F = (12800± 700) . (3.14)
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The error of τ is the standard error, which is returned by the fitting software (Mathe-
matica, NonlinearModelFit). For RM and F they are derived by Gaussian error prop-
agation. The result is in good agreement with the specified reflectivity of the mirrors.

Under optimal conditions, it was possible to couple around 20 % of an estimated
43 mW beam (taking into account the vacuum window) into the cavity. Using equation
(3.7), this results in a maximum energy density of ρ = 13.4 J m−3 (corresponding to an
intensity of 0.4 MW cm−2) for the fundamental mode with a waist of w0 = 104 µm.

3.4.2. Stability of the frequency stabilisation during valve shots

An important requirement for the frequency stabilisation is a good–quality reflection
signal from the resonator. This is shown in figure 3.14 on the left side. The blue line
shows the signal from the cavity, as measured with PD1. A yellow line shows the PDH
error signal used for the stabilisation loop, which is calculated internally by the Digilock
from the reflection signal and the applied modulation. Based on this, the parameters
of the PID controllers can be optimised in order to lock the laser. From the signal in
figure 3.14 it is clear that it is far from optimal. This is due to a malfunctioning DAC in
the Digilock at the time of the measurement, which introduced artificial noise into the
locking circuit. Since this had to be replaced by the manufacturer, which would have
taken too much time, the measurements had to be performed in this suboptimal setting.
Nevertheless, for the photodetachment spectroscopy it is important that the stabilisation
is robust against the operation of the experiment in the time window of the pulses. If
this is achieved, fluctuations on a longer timescale can be removed by performing a
postselection. Even with the hardware problems of the Digilock, the results below show
the functionality of the resonator to this degree.

To verify the stability, the setup was operated under the usual conditions for C2
−

production. The cavity was locked and the SSEV and DBD pulsed, while monitoring
the cavity transmission signal and collecting the anion current on the FC. The results of
this are shown on the right side of figure 3.14. The red trace in the upper plot shows the
transmission signal of the locked cavity. As a reference, the blue trace shows the same
with the laser turned off and the green trace a scan over the cavity resonance. The lower
plot shows the current signal on the FC, to verify the normal operation of the SSEV
and that particles were traversing the resonator. The suppression plate of the FC was
biased to 30 V in order to measure only the negative charges. The used gas mixture was
5 % C2H2 in neon. As can be seen, there is no influence on the stability of the lock.
The long–term stability of the lock was tested as well, but could not be achieved reliably
due to the malfunctioning DAC in the Digilock. However, this problem can be easily
overcome by a repair of the device and is merely a question of time.

3.5. Experimental results: discussion and summary

The experimental results demonstrated in this chapter show the main functionality of
the C2

− source. Using a hot cathode for stabilisation, the SSEV in combination with the
DBD reliably ionises three different gas mixtures containing acetylene. The produced
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Figure 3.14.: Experimental data showing the frequency stabilisation of the laser to the
enhancement cavity. Left: plot of a scan over the TEM00 resonance of
the cavity, while using the PDH modulation. The blue line shows the
reflection signal recorded with PD1 and the yellow line the error signal
which is calculated from it. Right: stability of the lock during the operation
of the SSEV and the DBD. The red trace in the upper plot shows the
transmission signal of the locked resonator. The blue trace shows the same
with the laser turned off and the green trace a scan over the resonance
as reference. The lower plot shows the current on the FC. The latter was
recorded simultaneously with the red trace.

particles can be accelerated using a pulsed tube, and the energetic beam steered and
manipulated by an einzel lens system. Two functioning and tested detectors are available
for diagnostic purposes: a FC for charge measurements and a MCP for beam shape
measurements and detection of single particles. A Wien filter allows to record mass
spectra of the produced species, by spatially separating particles with different charge–
to–mass ratios. It therefore also allows to clean the beam for a specific species. In
addition, an enhancement cavity for 399 nm laser light was built. This includes setting
up the required optics, diagnostic tools and control electronics for its operation. The
cavity was commissioned by showing its stable functionality while the C2

− source was in
use. The enhancement cavity can be used as a basis for photodetachment spectroscopy
of the produced anions.

While the main functionality is demonstrated in this thesis, there is still room for
improvement of different components. This applies especially to the flux of C2

− that
is currently produced. While it is enough for detection on the MCP, it is too low for
a charge measurement with the FC. Even though the maximum repetition rate of the
SSEV is quoted with 600 Hz, in the setup it was found to be limited to 20 Hz. This
is due to a pressure build up in the first chamber, and the fact that the DBD cannot
be operated above 1× 10−4 mbar. Together with the rough estimate on the number of
C2
− per shot, given in section 3.3, this results in a flux on the order of ∼ 1× 103 s−1.

This would fall short of the ∼ 1× 104 s−1 which is required to load the Penning trap for
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sympathetic cooling of antiprotons in AEḡIS (see introduction to chapter 3).
There are two straightforward improvements that could be implemented to improve the

flux. Firstly, the pumping capacity in the valve chamber could be increased. This could
be done by enlarging the chamber diameter and installing additional turbo molecular
pumps. Doing so would allow to run the SSEV at a higher repetition rate and, given the
maximum rating of 600 Hz, possibly increase the flux by an order of magnitude by itself.
Secondly, the geometry of the einzel lens system could be optimised. At the moment
there is a gap between the last acceleration electrode and the first einzel lens, which
allows the beam to expand and makes it harder to collimate. By minimising this gap the
collimation could be enhanced, possibly to the extent of making the irises superfluous.
This effect was already seen in a temporary test during the commissioning of the source.
Given that the irises are currently clipping more than 90 % of the beam, this could again
increase the flux by an order of magnitude.

Another straightforward improvement would benefit the resolution of the mass filter.
While the masses 24 u and 25 u can be distinguished, there is still a significant overlap
between them. This would lead to impurities in the trap during the sympathetic cooling,
which would decrease its efficiency. There are again two measures which could be taken
to increase the resolution. The first depends on the degree to which the collimation
and flux of the beam can be improved by the measures discussed before. But given
a stronger C2

− signal, this would facilitate the optimisation of the electric field inside
the filter by tuning the voltages on the shims. The second possible improvement of the
resolution would be a variable mount of the Wien filter. As was discussed in 3.3, the
filter has a tilt with respect to the vacuum chamber, which requires the use of the einzel
lenses and its vertical deflection to compensate for this defect. In combination with the
irises, imperfections in the mounting are likely to lead to aberrations if a tilt remains.
Mounting the filter on a variable stage and using bellows for the connection to the other
chambers, would allow to mechanically counteract the tilt. Given a quoted resolution of
M/∆M = 400 for the device, there is clearly room for improvement.
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4. Conclusion and outlook

The topics of this thesis describe the effort that was made towards laser cooling of anions,
with the goal to use them as a sympathetic coolant for antiprotons. It covers a theoretical
analysis of the requirements and the expected performance of different cooling schemes,
as well as a report on the efforts made towards an experimental realisation. While both
parts were summarised and discussed in their own respective sections (see. 2.6 and 3.5),
a conclusion with a focus on the practical implications is drawn here and an outlook on
the next steps is presented.

From the analysis of the cooling schemes in chapter 2 it becomes clear that their
experimental realisation is a challenging task with stringent requirements. It is therefore
practical to proceed in smaller steps and master the different ingredients for the final
goal one by one. As an intermediate goal, it was therefore decided to work towards
laser cooled C2

− in a Paul trap. While this excludes the possibility of sympathetic
antiproton cooling, due to the mass selectivity of the trap, it eases the requirements on
the realisation. As discussed in sections 2.3 and 2.6, the absence of a magnetic field
significantly eases the repumping needed for laser cooling. It also enables the use of
the photodetachment cooling method, since the hot electrons naturally leave the trap.
Concerning the experimental realisation, it has the added advantage that the radial
optical access is easier to implement. As can be seen in figure 3.1, the use of a Paul trap
is already foreseen in the setup. To this end, the third segmented einzel lens and the beam
bender allow to deflect the mass–filtered beam towards the trap. The commissioning of
the 399 nm laser enhancement cavity, which was discussed in 3.1.5 and 3.4, was done
with the parallel intent of using it in the Paul trap.

These topics are also the subjects of the next steps of the anion cooling project. As dis-
cussed in 3.5, there are several improvements to the C2

− source that present themselves
for implementation. In parallel, the commissioning of the Paul trap is the next major
goal. Another important task will then be the characterisation of the initial electronic
population of the produced C2

−. This can either be done by flyby spectroscopy in the
valve chamber, using the enhancement cavity described in this thesis, or by spectroscopy
on confined C2

− in the Paul trap. The commissioning of the 2.54 µm laser system needed
for this is currently in its final stages.

The medium–term goal is then laser cooling of C2
− in the Paul trap. Among the

methods discussed in 2.6, photodetachment cooling appears most suitable for this task.
While Doppler cooling on the X2Σ(v′′ = 0) ↔ A2Π(v′ = 0) transition and Sisyphus
cooling on the basis of the optical dipole force could also be applied, the heating rates
in a room temperature trap are likely to make this challenging. Even though showing
strong cooling in the simulation, the Sisyphus method on the basis of a magnetic field
gradient would have different requirements in a Paul trap than in a Penning trap. It
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is therefore less appealing, given the long–term goal of implementing the cooling in a
Penning trap.

The final step, sympathetic antiproton cooling in the Penning trap of the AEḡIS
experiment, will then require attaching the source to the apparatus at the AD. Depending
on the cooling scheme that is chosen, the electrode geometry of the Penning trap might
have to be altered, to allow for e.g. radial access for the optical dipole force cooling. In
addition, the laser system will have to be extended, to cope with the level splitting in
the magnetic field. To conclude, it can be said that the chosen goal still requires several
steps for successful implementation. So far however, there are no principle roadblocks
which cannot be overcome by taking the appropriate technical measures.
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A. Appendix

A.1. Conventional notation used for molecular spectroscopy

Quantum numbers to denote specific molecular energy levels usually follow a certain
convention in the literature. This is summarised here (Lefebvre-Brion and Field, 2004).

• Total nuclear spin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . I = IA + IB

• Total electron spin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .S =
∑

i si

• Total electronic orbital angular momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . L =
∑

i li

• Projection of L on the molecular axis of diatomic molecules . . . . . . . . . . . . . . . . . . . Λ

• Rotational angular momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . R

• Total angular momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .F = L + R + S + I

• Total angular momentum excluding nuclear spin . . . . . . . . . . . . . . . . .J = L + R + S

• Total angular momentum excluding nuclear and electron spin . . . . . . . N = L + R

A.2. Hamiltonian of a single particle in a Penning trap in a
rotating frame of reference

The Lagrangian of a single particle with charge q in electric and magnetic fields is given
by:

L =
m

2
ṙ2 − qΦ(r, t) + qṙ ·A(r, t). (A.1)

The transition to a rotating frame defined by Ω can be done by applying the transfor-
mation (Landau and Lifshitz, 1976, §39; Thyagaraja and McClements, 2009)

r→ R ṙ→ Ṙ−Ω×R, (A.2)

where Ω defines the axis and frequency of rotation. The particle coordinates and velocity
in the laboratory are denoted by r, ṙ and in the rotating frame by R, Ṙ. Φ and A are the
electric and magnetic potential in the laboratory frame. Applying these transformations
leads to the new Lagrangian:

LRot =
m

2

(
Ṙ−Ω×R

)2
− qΦ(R, t) + q

(
Ṙ−Ω×R

)
·A(R, t). (A.3)
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The geometry of Penning traps is ideally represented in a cylindrical coordinate system:

X = R cos(Θ) Y = R sin(Θ) Z = Z, (A.4)

in which the vector potential of the axial magnetic field in the Penning trap takes the
form:

A =
BR

2

− sin(Θ)
cos(Θ)

0

 =
BR

2
êΘ. (A.5)

The rotating frame of interest is then defined by Ω = ωêz. Substituting all this in (A.3),
after some straightforward algebra, gives:

LRot =
m

2

(
Ṙ2 +R2Θ̇2 + Ż2

)
−qΦ(R,Z, t)+

mR2

2

(
Θ̇ (Ωc − 2ω)− ω (Ωc − ω)

)
, (A.6)

where the definition of the cyclotron frequency Ωc = qB
m was used. The Lagrangian leads

to the generalised momenta pi = ∂L
∂q̇i

with q̇i = {Ṙ, Θ̇, Ż}:

pR = mṘ pΘ = mR2

(
Ωc

2
− ω + Θ̇

)
pZ = mŻ, (A.7)

which in turn can be used to calculate the Hamiltonian H =
∑

i piq̇i − L:

HRot =
p2
R

2m
+

1

2mR2

(
pΘ −

BqR2

2

)2

+
p2
Z

2m
+ qΦ(R,Z, t) + ωpΘ. (A.8)

Expressed in the velocity variables q̇i this becomes:

HRot =
m

2

(
Ṙ2 +R2Θ̇2 + Ż2

)
+ qΦ(R,Z, t) +

m

2
ωR2 (Ωc − ω) . (A.9)

A.3. Calibration of the mass spectrum

This section discusses the procedure that was used to calibrate the mass spectrum,
using the result of the 5 % C2H2, 3 % CO2 in helium gas mixture as an example. Figure
A.1 shows the implicit mass spectrum, as recorded by ramping the current of the mass
filter magnet. The density of measurements was varied to account for the quadratic
relationship between current and mass and to achieve a finer resolution of the interesting
regions. As discussed in section 3.3, a straight forward transformation using equation
(3.12) leads to a spectrum showing unphysical mass signals. This is shown by the red
markers in figure A.2 for the interesting regions of the spectrum. The approach for
calibration is to use the knowledge about the gas content to determine two signals,
which are then used as a reference.

Assuming a modest shift of the spectrum, it is suggestive to interpret the first two
signals as H− and C−, which are the lightest anions that can be produced from the source
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Figure A.1.: Implicit mass spectrum for the 5 % C2H2, 3 % CO2 in helium gas mixture, as
recorded by ramping the current of the mass filter magnet. Two vertical red
lines mark the signals, which were used for the calibration of the spectrum.

gas. To correct for the shift, it is assumed that its dominant origin can be accounted for
by two additional terms α, β in the transformation:

m = 2eUacc

(
delB (Icoil + α)

Uel + β

)2

. (A.10)

Comparing with the original transformation (3.12) shows this to be the same as using
a new effective mass filter magnet current Ieff = Icoil + α and deflection voltage Ueff =
Uel +β. The parameters α and β are then determined by fitting (A.10) to the value pairs
(IH− , 1 u) and (IC− , 12 u), which define the centre and FWHM currents of the signals.
This was done using a nonlinear model fit in Mathematica.

The resulting values of α and β for the different gas mixtures are on the order of
∼ 100 mA and ∼ −20 V for the different gas mixtures. While the procedure for the
calibration was the same for all three gases, due to the weak signal strength, the 1 u and
13 u peaks were used for the other two mixtures. As a crosscheck, the calibration was
performed under varying assumptions, with the second signal at 11 u and 13 u. Both
cases lead to inconsistent spectra, with signals appearing at fractions of an atomic mass,
which is further support for the validity of the calibration.

A.4. Detection efficiency of the MCP

Figure A.3 shows a table of the MCP detection efficiencies for varies radiation types.
The table is reproduced from the technical information sheet as received from the cus-
tomer support. The document can also be found via the link given in the reference
(HAMAMATSU PHOTONICS K.K., 2018).
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Figure A.2.: Plots of the interesting regions of the mass spectrum after transformation
of the x–axis. The red markers show the spectrum without calibration using
the relationship from equation (3.12). The blue markers show the spectrum
after the calibration is applied.
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3-7  Life Characteristics
Life characteristics of MCPs are basically proportional to the to-

tal amount of electric charge drawn from the MCP, though the 

ambient atmosphere such as the vacuum level also affects 

these life characteristics. Figure 13 shows a typical life charac-

teristic of an MCP operated in the DC mode. This MCP is a sin-

gle-stage one with a 6 µm channel diameter and is installed 

inside a vacuum chamber maintained at a vacuum level of 1.3 × 

10-4 Pa. Life data was measured during continuous operation af-

ter the gain was stabilized by aging at approximately 0.1 C.

The degradation in gain can be thought of as results from an in-

creased work function due to a lower density of alkali oxide 

(high δ substance contained in the MCP glass material) caused 

by electron collision with the channel walls. The gain degrada-

tion is also considered to be caused by deformation in the po-

tential distribution that occurs as the resistance changes near 

the MCP output.

3-8  Detection Efficiency for Ions, 
Electrons, UV, VUV and Particle 
Beams

The MCP is directly sensitive to ultraviolet rays, X-rays, alpha-

rays, charged particles, and neutrons as well as electron beams 

and ions. Table 3 summarizes previously published data on 

MCP sensitivity. Note that these results may differ depending on 

the MCP open area ratio (OAR), the angle and energy of inci-

dent beams, and whether or not the MCP surface is coated. Fig-

ure 14 3) shows detection efficiency versus incident energy of an 

electron beam and Figure 15 3) shows relative sensitivity meas-

ured by varying the incident electron beam angle. The maximum 

detection efficiency occurs in an electron energy range from 500 

eV to 1000 eV. Although the sensitivity depends on the incident 

energy, the maximum sensitivity is obtained at an incident angle 

of 13 ° in that energy range.

Figure 14: Detection Efficiency vs. Electron Beam Energy

TMCPB0092EA

TMCPB0013EB

Table 3: Detection Efficiency of MCP

Energy or Wavelength

0.2 keV to 2 keV

2 keV to 50 keV

0.5 keV to 2 keV

2 keV to 50 keV

50 keV to 200 keV

300 Å to 1100 Å

1100 Å to 1500 Å

2 Å to 50 Å

0.12 Å to 0.2 Å

1 GeV to 10 GeV

2.5 MeV to 14 MeV

Detection Efficiency (%)

50 to 85

10 to 60

5 to 58

60 to 85

4 to 60

5 to 15

1 to 5

5 to 15

to 1

to 95

0.14 to 0.64

Types of Radiation

Electron

Ion (H+, He+, Ar+)

UV

Soft X-ray

Hard X-ray

High energy particle (ρ, π)

Neutron
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A.5. Zusammenfassung (Abstract in German)

Das Thema dieser Dissertation ist die Laserkühlung von molekularen Anionen mit dem
Ziel, diese für die sympathetische Kühlung von Antiprotonen in einer Penning–Falle
einzusetzen. Sie beinhaltet sowohl eine theoretische Analyse der Eignung von verschiede-
nen Kühlmethoden als auch einen Bericht über die Fortschritte, welche in Richtung
einer experimentellen Realisierung gemacht wurden. Der Fokus liegt auf der moleku-
laren Spezies C2

−, welche in einer kürzlich durchgeführten Studie als Vorteilhafteste
einer Reihe von Kandidaten ausgemacht wurde. Das Thema der Laserkühlung von an-
ionischen Molekülen gewinnt auch dadurch an Brisanz, dass das Kühlen von atomaren
Anionen bisher nicht erfolgreich war, obwohl es Bestrebungen in diese Richtung gibt
(Yzombard et al., 2015).

Nach einer generellen Einleitung des Themas werden die grundlegenden Eigenschaften
von anionischen Molekülen besprochen, was insbesondere ihre elektronische Struktur
betrifft. Diesem folgt eine Behandlung der Interaktion von Licht mit den Übergängen
zwischen den elektronischen Zuständen, insoweit diese für die späteren Kapitel von Be-
deutung ist. Ein besonderes Augenmerk liegt schließlich auf der elektronischen Struktur
von C2

− und den Übergängen, die für die Laserkühlung von Interesse sind. Dem folgt
eine ausführliche, theoretische Untersuchung von verschiedenen Implementierungen der
Laserkühlung. Diese Analyse wurde mithilfe von Computersimulationen gemacht, die
mit einem GPU–beschleunigten C++ Programm durchgeführt wurden (Van Gorp et al.,
2011; Van Gorp and Dupre, 2013). Letzteres wurde speziell für die Simulation von
Ladungen in einer Penning–Falle geschrieben und im Rahmen dieser Arbeit um die In-
teraktion zwischen Teilchen und Laserlicht erweitert. Die Simulationen resultierten in
zwei Publikationen (Fesel et al., 2017; Gerber et al., 2018), welche in den Unterkapiteln
2.5.1 und 2.5.2 zu finden sind. Eine Zusammenfassung sowie ein Vergleich der unter-
suchten Kühlmethoden, findet sich schließlich in Unterkapitel 2.6. Letzteres zielt darauf
ab, dem Leser einen Überblick darüber zu verschaffen, welche Herausforderungen bei der
experimentellen Realisierung der Laserkühlung von C2

− zu erwarten sind.

In Kapitel 3 wird schließlich der experimentelle Aufbau für die Bereitstellung von
C2
− beschrieben. Dieser basiert auf einem sogenannten

”
Supersonic Expansion Valve“,

welches in Kombination mit einem
”
Dielectric Barrier Discharge“ ein Gasgemisch aus

Acetylen in einem noblen Trägergas ionisiert. Die produzierten Anionen werden an-
schließend beschleunigt und mittels eines Wien–Filters die gewünschte Masse ausgewählt.
Der verwendete experimentelle Aufbau wird im Detail beschrieben (siehe Abbildung 3.1
für einen Überblick) und die gewonnenen Resultate präsentiert. Letztere inkludieren ein
Massenspektrum, welches die erfolgreiche Produktion von Anionen mit einer Masse von
24 u zeigt, welche C2

− entspricht.

Im experimentellen Aufbau wurde ebenfalls eine Möglichkeit zur Spektroskopie der
produzierten Anionen vorgesehen, welche auf die Photoneutralisation von angeregten
Anionen ausgelegt ist. Zu diesem Zweck wurde ein optischer Resonator für die Über-
höhung der Energiedichte eines 399 nm Lasers gebaut, welcher gleichzeitig durchlässig
für Licht mit einer Wellenlänge von 2.54 µm ist, um die resonante Anregung der Anio-
nen zu ermöglichen. Der optische Aufbau zur Stabilisierung des 399 nm Lasers auf den
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Resonator wird beschrieben (siehe Abbildung 3.6 für einen Überblick), gefolgt von einer
Diskussion der experimentellen Resultate. Letztere inkludieren eine Bestimmung des
Gütefaktors des Resonators auf F = (12800± 700) und eine Überprüfung der Robus-
theit der Stabilisierung während des Betriebs der C2

− Quelle. Zu guter Letzt findet in
Kapitel 4 eine übergreifende Diskussion der besprochenen Inhalte statt und es wird ein
Ausblick auf die zukünftig notwendige Arbeit gegeben.
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Jenč, F. (1996). “The reduced potential curve (RPC) method and its applications”. In:
International Reviews in Physical Chemistry 15.2, pp. 467–523. doi: 10.1080/01442
359609353191.

Johnson, M. A., M. L. Alexander, and W. C. Lineberger (1984). “Photodestruction cross
sections for mass-selected ion clusters: (CO2)+

n ”. In: Chemical Physics Letters 112.4,
pp. 285–290. doi: 10.1016/0009-2614(84)85742-5.

Jones, P. L., R. D. Mead, B. E. Kohler, S. D. Rosner, and W. C. Lineberger (1980). “Pho-
todetachment spectroscopy of C2

− autodetaching resonances”. In: Journal of Chemical
Physics 73.9, pp. 4419–4432. doi: 10.1063/1.440678.

Jordan, E., G. Cerchiari, S. Fritzsche, and A. Kellerbauer (2015).“High–Resolution Spec-
troscopy on the Laser–Cooling Candidate La−”. In: Physical Review Letters 115.11,
p. 113001. doi: 10.1103/PhysRevLett.115.113001.

Jordan, J. E. (2015). “High–resolution Doppler laser spectroscopy of the laser cooling
candidate La−”. PhD thesis. Ruprecht–Karls–Universität, Heidelberg. url: http://h
dl.handle.net/11858/00-001M-0000-0029-4D2F-B.

Kasdan, A., E. Herbst, and W. C. Lineberger (1975). “Laser photoelectron spectrometry
of CH−”. In: Chemical Physics Letters 31.1, pp. 78–82. doi: 10.1016/0009-2614(75
)80062-5.

Kellerbauer, A., S. Aghion, C. Amsler, A. Ariga, T. Ariga, G. Bonomi, P. Bräunig, J.
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C. Weinheimer, D. Zákoucký, and N. Severijns (2011). “Simbuca, using a graphics
card to simulate Coulomb interactions in a penning trap”. In: Nuclear Instruments
and Methods in Physics Research, Section A 638.1, pp. 192–200. doi: 10.1016/j.ni
ma.2010.11.032.

Van Gorp, S. and P. Dupre (2013). “Improvements to the Simbuca trapped charged-
particle simulation program”. In: AIP Conference Proceedings. Vol. 1521. May,
pp. 300–308. doi: 10.1063/1.4796087.

Vanderslice, J. T., E. A. Mason, W. G. Maisch, and E. R. Lippincott (1959). “Ground
State of Hydrogen by the Rydberg–Klein–Rees Method”. In: Journal of Molecular
Spectroscopy 3, pp. 17–29. doi: 10.1016/0022-2852(59)90003-7.

100

https://doi.org/10.1088/1367-2630/aa7e73
https://doi.org/10.1088/1009-1963/12/7/308
https://doi.org/10.1088/1009-1963/12/7/308
https://doi.org/10.1038/nature09443
https://doi.org/10.1103/PhysRevA.55.2036
https://doi.org/10.1038/nature24048
https://doi.org/10.1038/nature24048
https://doi.org/10.1103/RevModPhys.34.239
https://doi.org/10.1103/PhysRevLett.93.263401
https://doi.org/10.1063/1.3238485
https://doi.org/10.1038/nature14861
https://doi.org/10.1016/j.nima.2010.11.032
https://doi.org/10.1016/j.nima.2010.11.032
https://doi.org/10.1063/1.4796087
https://doi.org/10.1016/0022-2852(59)90003-7


Vargas, A. J. (2018). “Prospects for testing Lorentz and CPT symmetry with antipro-
tons”. In: Philosophical Transactions of the Royal Society A 376, p. 20170276. doi:
10.1098/rsta.2017.0276.

Varshni, Y. P. (1957). “Comparative Study of Potential Energy Functions for Diatomic
Molecules”. In: Reviews of Modern Physics 29.4, pp. 664–682. doi: 10.1103/RevModP
hys.29.664.

Walter, C. W., N. D. Gibson, Y.-G. Li, D. J. Matyas, R. M. Alton, S. E. Lou, R. L. Field
III, D. Hanstorp, L. Pan, and D. R. Beck (2011). “Experimental and theoretical study
of bound and quasibound states of Ce−”. In: Physical Review A 84.3, p. 032514. doi:
10.1103/PhysRevA.84.032514.

Walter, C. W., N. D. Gibson, D. J. Matyas, C. Crocker, K. A. Dungan, B. R. Matola,
and J. Rohlén (2014). “Candidate for Laser Cooling of a Negative Ion: Observations of
Bound-Bound Transitions in La−”. In: Physical Review Letters 113.6, p. 063001. doi:
10.1103/PhysRevLett.113.063001.

Walz, J., S. B. Ross, C. Zimmermann, L. Ricci, M. Prevedelli, and T. W. Hänsch (1995).
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