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Zusammenfassung

Die Erforschung der Dynamik von Proteinen ist von zentralem Interesse fiir die
Molekularbiologie und die biomedizinische Forschung. In jliingster Zeit wurden
interferometrische Bildgebungsverfahren so weit entwickelt, dass es moglich
ist, die Bewegung einzelner Proteine zu beobachten. Die Sensitivitat der in-
terferometrischen Bildgebungsverfahren ist praktisch und grundlegend durch
Schrotrauschen begrenzt und kann, im Prinzip, mit der Hilfe von Resonator-
Techniken, wie der Multi-Pass Mikroskopie, verbessert werden. Um zu unter-
suchen, ob diese Verbesserung auch im Labor erreicht werden kann, haben wir
ein interferometrisches Multi-Pass Mikroskop entwickelt. Der Entwicklungs-
prozess begann mit der Auswahl geeigneter optischer und optomechanischer
Komponenten und der Konstruktion des Aufbaus innerhalb der 3D CAD Soft-
ware SolidWorks. Als Nachstes wurde das Mikroskop im Labor zusammenge-
baut und Goldnanopartikel wurden abgebildet, um unseren Aufbau zu testen.
Unsere Ergebnisse wurden mit einer theoretischen Randelementmethode (REM-
Simulation oder englisch boundary element method, BEM-Simulation) tber-
prift. AuBerdem haben wir als Machbarkeitsnachweis gezeigt, dass die in-
terferometrische Multi-Pass Abbildung von Goldnanopartikeln einen besseren
Kontrast im Vergleich zur Single-Pass Abbildung erzielt. SchlieBlich wurde
eine Rauschanalyse des Mikroskops durchgefiihrt. Aufgrund dessen wurden alle
Ergebnisse nochmal begutachtet und Vorschlage zur weiteren Optimierung oder
Neugestaltung des Aufbaus gesammelt. Dies sollte die Richtung fiir zukiinftige

interferometrische Multi-Pass Abbildungen einzelner Proteine weisen.



Abstract

Studying the dynamics of proteins is of central interest in molecular biology
and biomedical research. Recently, interferometric imaging techniques have
been developed to a point where it is possible to observe the motion of single
proteins. The sensitivity of interferometric imaging techniques is practically and
fundamentally limited by shot noise and could, in principle, be improved using
cavity enhancement techniques like multi-pass microscopy. To investigate if this
improvement can also be achieved in the laboratory, we developed an interfer-
ometric multi-pass microscope. The development process began with choos-
ing suitable optical and optomechanical components and designing the setup
within the 3D CAD software SolidWorks. Next, we assembled the microscope
in the laboratory and imaged gold nanoparticles to test our setup. Our findings
were validated with a theoretical boundary element method (BEM) simulation.
Furthermore, we demonstrated that interferometric multi-pass imaging of gold
nanoparticles obtains a better contrast compared to single-pass imaging as a
proof-of-concept experiment. Finally, we conducted a noise analysis of the
microscope and based on the result, all findings were reviewed and suggestions
on how to further optimize or redesign the setup were collected. This should

lead the way for future interferometric multi-pass imaging of single proteins.
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1 INTRODUCTION

1. Introduction

Proteins are crucial components of living organisms and perform a variety of tasks within cells,
ranging from DNA replication to molecular transport. Thus, molecular biology and biomedical
research are highly interested in the study of protein structure and dynamics. Commonly used
non-optical imaging methods like Nuclear Magnetic Resonance (NMR) spectroscopy, electron
microscopy, or X-ray crystallography typically only yield static information about the structure

of proteins or need high protein concentrations and ensemble averages for dynamic studies [1,
2]. In contrast, new developments in optical imaging techniques over the last decades led to a
variety of methods for studying the dynamics of individual proteins and intracellular structures
[3, 4, 5, 6].

1.1. Phase-contrast microscopy

In the early 1930s, Zernike revolutionized the way we look at cellular structures by inventing
the phase-contrast microscope [7]. With his method, it is possible to observe transparent
objects, including most cells, without the need to stain them with special dyes. This is
achieved by converting phase shifts, which occur while light passes through the sample, into
brightness changes which eventually lead to image contrast. Phase-contrast microscopy has
traditionally mostly been used as a qualitative imaging technique. Quantitative approaches
emerged only recently [8] but have not been pushed to single-molecule sensitivity.

1.2. Fluorescence microscopy

Single-molecule sensitivity was rst achieved using uorescence microscopy [6], which was
established by the companies of Carl Zeiss and Carl Reichert in the early [9108,

11, 12]. Further development by Ellinger and Hirt [9, 13] brought the imaging technique
closer to today's working principle, in which molecules are labeled with a uorescent marker,
and the marker gets excited with light of a particular wavelength. Then, the marker emits
uorescent light, which is isolated and collected [14]. Sparked by the discovery and rapid
exploitation of the green uorescent protein (GFP) [15, 16, 17, 6, 3], uorescence microscopy
is nowadays used in a wide variety of di erent imaging techniques, with recent advances
even allowing to exceed Abbe's di raction limit [18, 19, 20, 21, 6] and the tracking of single
molecules [5, 6]. Despite the tremendous successes of uorescence microscopy, it has three
inherent shortcomings [5, 22]: First, adding uorescent markers to a biological system may
change the natural behavior of the observed system. Second, the uorescence lifetime, i.e.
the time the uorophore stays in the excited state before it emits a uorescence photon,

1The company of Carl Reichert built the microscope, but it used parts that were manufactured by the
company of Carl Zeiss.
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fundamentally limits the achievable photon ux, which curtails the spatio-temporal resolution.
Third, photobleaching and photoblinking [23] additionally decrease the photon ux and limit
observation times [24].

1.3. Interferometric scattering microscopy (iISCAT)

In recent years, interferometric imaging techniques have been developed to sensitivity levels
that allow the detection and tracking of single proteins [25, 26]. The developed techniques
can now be seen as a valuable addition to uorescence microscopy without having the above-
mentioned shortcomings of uorescence microscopy [22]. As a full review of the history of
interferometric imaging would be beyond the scope of this thesis, | would only like to mention
that a detailed history of interferometric imaging can be found in [24]. Nonetheless, a short
overview of the most exciting achievements is presented below. The eld of interferometric
imaging is still rapidly evolving, and new applications are introduced frequently. For example,
the group of Philipp Kukura recently used interferometric scattering microscopy (iSCAT) for
mass determination of single biological macromolecules [27].

With the rapid emergence of new techniques and applications of interferometric imaging,
a variety of di erent names for the associated technigues has been established. Thus, | give a
brief overview of currently used techniques, their working principles, and their achievements:

iISCAT

The working principle of interferometric scattering microscopy (iISCAT) was rst demon-
strated in 2004 [28, 24] and formally established and re ned in 2009 [29, 30]. Within
this technique, light that is scattered by the sample interferes with unscattered light
(often called 'reference light') in a stable common-path geometiyor iSCAT, the
microscope is typically used in re ection mode, i.e. the reference light is provided by
a partial re ection at an interface (commonly between cover glass and water, in which
the sample is immersed). With this con guration, the object of interest appears as a
small intensity dip on top of a background. Since the signal is generated by scattered
light, the technique does not need any labels.

The groups of Philipp Kukura and Vahid Sandoghdar pioneered the development of
ISCAT, and they are still the most in uential contributors to the eld. Both groups

use iISCAT setups in re ection mode, but they have proposed and implemented several
additions to the basic setup. These additions led to tremendous success in various
applications: Detection of 5nm gold nanoparticles [31], detection of single unlabeled
viruses [29, 32] and proteins [25, 26], single-particle tracking of gold-labeled motor
proteins [4], quantitative mass imaging of macromolecules [27], observation of protein

2A common-path geometry is given if the scattered and reference light pass through the same optical
components.
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motion on a live cell membrane [33], and investigation of cell secretion processes in
living cells in real-time [34]. In the last years, other research groups have also started
to exploit iISCAT for new applications. For example, they were able to monitor the
self-assembly of individual viral capsids [35], uncover the kinetics of DNA ejection of
bacteriophages [36], and perform live-cell imaging of E. coli and yeast [37].

COBRI

Coherent bright eld microscopy (COBRI) can be seen as the transmission counterpart
of iISCAT [38]. In the original iISCAT scheme, only a portion of the illuminating light

is re ected and used as reference light. In order to avoid saturating the camera of the
microscope in transmission mode, a reduction of the reference light intensity is required.
Hence, a dot-shaped attenuator can be implemented in a Fourier plane after the’sample
where the scattered and reference light are mostly spatially separated. With this setup,
the group of Chia-Lung Hsieh succeeded in tracking 10 nm gold nanoparticles at 1000
frames per second [38]. They were also able to observe single viruses [40] and track
native cell vesicles in live cells [41].

In a direct comparison, i.e. integrating COBRI and iSCAT into one optical setup, it
was demonstrated that the two imaging technigques have the same nanoparticle detec-
tion sensitivity at the same illumination intensity [38]. However, there are two main
methodical di erences between the two techniques. First, they have a di erent axial
dependence on particle contrast. In COBRI, particle movement in the axial direction
leads to a di erent phase evolution of scattered and reference light, which leads to a
full contrast inversion (from dark to bright) over the depth of eld of the microscope
objective (a few micrometers for high NA objectives). In the re ection geometry of
iISCAT, on the other hand, a full inversion of particle contrast already occurs over a dis-
tance of 1/4 of the optical wavelength. Thus, continued tracking of particles is harder
to achieve in iISCAT because the detection of particles is not possible if the contrast
is zero. In conclusion, this means that COBRI seems to be better suited for longer
tracking experiments, and iISCAT o ers a higher axial localization precision [38, 40].

Second, iISCAT is sensitive to partially re ecting interfaces of the sample. This sensitivity
can be used as an advantage as it was recently demonstrated by determining the number
of atomic layers of graphene with interference re ection microsci#3} and imaging

the atness of live cell membranes with ISCAT [37]. However, for tracking experiments
inside cells, the sensitive interface detection can complicate continuous observation.
Thus, COBRI might be better suited for observing cellular dynamics where particles get
tracked inside cells [42, 38].

3The Kukura group implemented a similar approach of attenuating the reference light in iSCAT in [39].
“4Interference re ection microscopy can be seen as iSCAT with a low-coherence light source [42].

3
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SP-IRIS

The group of M. Selim Unli introduced the interferometric re ectance imaging sensor
(IRIS) in 2011 as a label-free biosensor for low-cost research and clinical applications
[44]. With IRIS, the object of interest is placed onto a Sli&yer, which was deposited

on top of a silicon substrate. Next, the sample is illuminated with a multi-color LED, and
the wavelength-dependant re ectivity curve is recorded. An added biomass on the oxide
layer causes a shift in the re ectivity curve that can be detected. This shift can again
be seen as a result of interference of reference and scattered light [45]. The imaging
technique was later re ned to be able to detect single nanoparticles. It was accordingly
renamed to single-particle interferometric re ectance imaging sensor (SP-IRIS) [46].

SP-IRIS operates with a partially coherent (single-epliiumination LED source,
which, besides its distinct re ectance geometry, sets it apart from iSCAT and COBRI.
Not using a coherent laser illumination comes with certain advantages, like avoiding
laser speckle and stray re ection. As a result of the re ectance geometry, particles
of interest appear on the image background either as dark or bright di raction-limited
spots, depending on the focus position of the microscope objective. If one acquires
images of the sample at di erent focus positions, the resulting defocus curves can be
used for sample identi cation by comparing the experimentally obtained defocus curves
to simulated defocus curves [48]. The oxide layer thickness in SP-IRIS can be chosen so
that the forward- and backscattered light interfere constructively for a xed illumination
wavelength, which enhances the nanoparticle signal. [49].

SP-IRIS was used to quantitatively measure bio-nanoparticle size and shape [48]. More-
over, it demonstrated reliable exos@rdetection [52]. Ongoing e orts in virus detection

led to successes in the detection and size determination of individual viruses [53], the
direct detection of individual viruses in complex media [54], and automated counting
and sizing of individual virions [55].

Further improvements to the setup included limiting the illumination NA and implement-

ing an attenuator in the Fourier plane after the sample. This improved the nanoparticle
signal by a factor of 10 [49]. Additionally, the SP-IRIS community developed a tech-
nique to selectively attenuate the reference light by detecting the depolarized light from
gold nanorods with a polarization microscope [47].

SLIM

Last but not least, the group of Gabriel Popescu has developed spatial light interference
microscopy (SLIM) in 2011 [56]. SLIM is a quantitative phase imaging (QPI) tech-

STypically, the illumination LED is used together with a 10 nm FWHM bandpass lter [47].

6Exosomes are small vesicles that are secreted by mammalian cells [50]. Recently, serious interest is directed
towards them after the discovery that they are involved in intercellular communication by transferring proteins
and mRNA [51, 49].
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niqu€ that can easily be added to a commercially available phase-contrast microscope.
Popescu et al. see SLIM as a combination of Zernike's phase-contrast microscopy [7]
and Gabor's holography [57], where they want to emphasize that SLIM is capable of
retrieving quantitative phase maps across the whole eld of view. The quantitative
phase information is generated by introducing further phase shifts after outcoupling the
light from the microscope, recording the associated images, and conducting a phase
estimation based on these images. SLIM was used to measure the dispersion relation
associated with mass transport in live cells [58] and to detect single microtubules [59].
SLIM also shows great promise for medical diagnosis as demonstrated by identifying
breast cancer tissue with high sensitivity and speci city rates in [60].

Further techniques

Here, | would only like to give a small chronological overview of additional interfero-
metric imaging schemes, which are mainly adaptions or improvements of the original
iISCAT scheme, and their applications. For more details about the working principles of
these schemes, see the respective references. In 2009, re ection interference contrast
microscopy (RICM) was used to study cell adhesion [61]. Hsieh et al. adapted iSCAT in
2014 and named ius-iISCAT' to emphasize their high acquisition rate [62]. They were
able to perform shot-noise limited detection of 20 nm gold particles with 2 nm spatial
precision and an acquisition rate of up to 500 kHz. Next, label-free super-resolution
live-cell imaging was conducted with rotating coherent scattering (ROCS) microscopy
in 2016 [63]. Ampli ed interferometric scattering microscopy (a-iSCAT) uses wide- eld
illumination and an attenuation of the reference light near the back focal plane of the
objective to detect small nanoparticles [64]. The sensitivity of a-iISCAT is shot-noise
limited and should, in principle, be su cient for detecting proteins as small as 15 kDa.
Interferometric plasmonic microscopy (iPM) was developed in 2018 and applied to de-
tect single exosomes [65]. Finally, Stroboscopic scattering microscopy (stroboSCAT)
was used to detect charge carriers in di erent materials in 2019 [66].

Since all the above-mentioned methods fundamentally rely on an interferometric detec-

tion of scattered light, | am using the term 'iISCAT' in my thesis as an umbrella term for
all mentioned techniques. Only if the imaging geometry is of importance, | use 're ection
iISCAT" for all iISCAT schemes that operate in re ection mode, 'COBRI' as a synonym for
all interferometric transmission imaging schemes and 'SP-IRIS' for all interferometric imaging
schemes that are similar to SP-IRIS, i.e. operating in re ection mode but with a re ective
surface that is positioned after the sample.

All these interferometric scattering techniques are interesting for our group because they

are all fundamentally [22, 30], and often also practically [25, 26, 53, 55, 62], limited by shot

"For details on QPI see [8].
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noise, i.e. the noise that is associated with the discrete probabilistic arrival of photons at a
detector and which can be modeled by a Poisson distribution [30, 67]. Thus, iISCAT could, in
principle, be improved using cavity enhancement techniques like multi-pass microscopy.

1.4. Multi-pass microscopy

Multi-pass (MP) microscopy is a quantum optimal way to amplify the signal in full- eld
microscopy by re-imaging light onto a sample multiple times. This re-imaging, which we
call ‘'multi-passing’, enhances the contrast of the image while not increasing the number of
detected particles, hence there is no increased shot noise [68, 69, 70, 71, 72, 73].

The eld of quantum metrology allows sub-shot noise measurements by exploiting quan-
tum properties of light, such as entanglement or squeezing [74]. Fundamentally, the mea-
surement precision is limited by the number of probe parti¢le$Vhile within the standard
qguantum limit (SQL), the relative standard deviation of the measured quantityales with

= 1= N, one can, in principle, approach the Heisenberg linwt 1=N with entangled
states or squeezed light [73]. This has been experimentally veri ed in scanning microscopy
con gurations with entangled NOON states [75, 76] and squeezed light [77]. Moreover, full-
eld absorption imaging was demonstrated using entangled photons [78]. Unfortunately, all
mentioned approaches only led to a modest improvement in the signal-to-noise ratio (SNR),
mainly because of di culties in producing the required states and high photon losses when
working with entangled staté§74].

While it is commonly known that one can surpass the SQL with entangled states or squeez-
ing, it was only recently brought into focus that multiple interactions of a probe particle with
the sample can also approach the single-pass Heisenberg limit without the need of preparing
highly delicate quantum states [70, 71, 72, 73]. With this approach, several experimental
successes were achieved: A phase estimation with a variance of more than 10 dB below the
SQL [73], a 1700-fold signal enhancement (compared to di raction-limited microscopy) with
a high- nesse scanning microcavity [80], and a contrast enhancement in full- eld double-pass
transmission microscopy [81].

In 2016, the scheme was adapted to full- eld multi-pass microscopy by placing the sample
in a self-imaging cavity, which allows capturing an image with enhanced contrast by re-imaging
a pulse of light onto the sample multiple times [68]. This multi-passing technique has been
applied to absorption and polarization microscopy [68]. Furthermore, it was used for phase
microscopy [82] and the creation of high orbital angular momentum states [83]. It was also
suggested to apply the multi-passing scheme to electron microscopy [84].

8However, there are several proposed schemes for further optimizing the use of entangled photons for
guantum metrology. See for example [79].
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1.5. Goal and structure of the thesis

While multi-pass microscopy was already used to image biological cells in absorption mi-
croscopy [68], the goal of our approach is to combine interferometric imaging with multi-pass
microscopy to further increase the detection sensitivity of small nanoparticles and thus to
enable dynamic studies of even smaller proteins. This could lead to advances in the un-
derstanding of microscopic processes, ultimately even to numerous applications in molecular
biology and biomedical research. For example, a dynamic observation of small proteins could
contribute to plasma protein binding studies, which play a critical role in the drug development
process [85, 86, 87], or the identi cation of biomarkers of various diseases such as cancer [26,
88].

Hence, we have developed an interferometric multi-pass microscope, which allowed us to
demonstrate that interferometric multi-pass imaging of 100 nm gold nanoparticles obtains bet-
ter sensitivity compared to single-pass imaging as a proof-of-concept experiment. In chapter
2, | elaborate on some basic imaging theory and the working principle of iISCAT and multi-pass
microscopy. Moreover, | introduce the boundary element method (BEM) simulations that we
used to validate our experimental results and predict the optical response of proteins, which
our group wants to observe in the future.

In chapter 3, the microscope development process is outlined, which includes considera-
tions about the illumination and detection scheme, our choice of optical and optomechanical
components, and designing the setup within the 3D CAD software SolidWorks. Next, | report
on the assembly of the microscope in the laboratory and discuss several issues we encountered
while making our rst observations. Then, the results of our initial tests of the multi-passing
scheme are presented. As a next step, experimental observations of gold nanoparticles and
a validation with the BEM simulation are shown. Moreover, | also describe the implemented
background subtraction scheme and the acquisition of a defocus curve, which allowed us to
properly compare our experimental data of gold nanopatrticles with the simulation. Further-
more, | present the results of the above-mentioned proof-of-concept experiment, where we
showed that interferometric multi-pass imaging of 100 nm gold nanoparticles obtains bet-
ter sensitivity compared to single-pass imaging. Finally, a noise analysis of the setup, BEM
simulations of further nanoparticles, and potential setup improvements, including simulations
of a new imaging scheme, are presented. Note, that | am continuously changing between
explaining what we did, why we did it, and presenting results in chapter 3 so that the reader
can follow a coherent storyline of our microscope development process.

In chapter 4, all ndings are reviewed, and strategies to further optimize or redesign the
setup are discussed. This should lead the way for future interferometric multi-pass imaging of
single proteins.

As itis tradition in the eld, | have come up with an acronym for our new imaging technique
and would like to call it multi-pass interferometric scattering microscopy (MP-iSCAT).
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2. Theory

2.1. Phase-contrast microscopy

If a sample in a microscope is illuminated with coherent monochromatic light, according to
Abbe's imaging theory [89], the intensity at the detedt@f can be written as the interference
between scattered and unscattered (or reference) light:

|det(X;y;Z)/j Er"'Est: I, +1s+2 E; Escos’ (1)

whereE, = E, e r andEs = Ese' s are the complex electric elds of the reference and
scattered light, respectively (with, andEg as their real amplitudes). Spatial dependencies
and vectorial notation are omitted for easier readability. The three resulting terms are con-
tributions of the reference eldi{ = JE,j?), the pure scattered lightl¢{ = jEsj?) and the
interference termZE, Egcos' ) where' ="', ' . In Zernike's phase-contrast microscopy
[7], a5 phase mask is introduced into the path of the reference light, as depicted in gure 1.

Figure 1: Zernike phase-contrast microscopy in a 4f setup with an on-axis phase mask. The
unscattered (=reference) light is shown in green and the scattered light in red.

Hence, the reference light is focused down after the rst lens and gets phase-shifted by
when passing through the phase mask. As a result of the focusing, the reference light acquires
an additional Gouy phase sfiiqual to . Thus, the e ective phase change of the reference
light is 37 (compared to a ctitious plane wave that propagates from the object plane to the
image plane without the 4f system) [93].

The scattered light from a sample with a real refractive index, i.e. the sample is non-
absorptive, emerges from the object with the same phase as the illumination light. It only
obtains a partial; Gouy phase shift upon being focused onto the image plane in the far- eld.
Therefore, unscattered and scattered light are fully out of phase and interfere depending on
', which generates image contrast [93].

9This phase shift was rst observed by Gouy [90], and intuitive explanations of its physical origin can be
found in [91, 92].
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2.2. 1SCAT

2.2.1. Imaging theory

Abbe's imaging theory is so universal, that equation (1) can also be used to describe several
other imaging schemes, including bright- eld, dark- eld, and interferometric microscopy [24].
To describe bright- eld imagir§, one only has to replace the reference &g with an
illumination eld E;. The optical extinction, i.e. shadow of the object, is then described by
the cross-term in equation (1) and can be thought of as the sum of absorption and scattering
[24, 94]. In dark- eld microscopy, the reference light is blocked, and the only remaining
contributing term in equation (1) is the scattered intensiy In contrast, when working with
interferometric imaging,s can be neglected as the interferometric cross-t& e, (Es cos' )
is orders of magnitude larger than the pure scattering term.

When focusing on the detection of particles which are smaller than the wavelength of the
illuminating light, the optical response of the particle (modeled as a spheroid with semi-axes
a;--3) can be formulated aEs/ E, where

i= oV m+|s_i(sm 3 (2

denotes the polarizability of the particle along the semi-@X&4, 95].V is the volume of
the particle,L; the depolarization factor alorgy. For a spherega; = a, = az andL; = 1=3.

The parameterss and , are the dielectric functions of the scatterer and the embedding
medium respectively and is the dielectric constant. For metals, such as gold or silver, the
denominator of equation (2) can reach a minimum, hence enhancing their scattering response.
However, for commonly used metallic nanoparticles, the scattering response is only enhanced
by one order of magnitude when using visible light. Thus, the main contributing factor for
scattering is the particle volumé. As a consequence, the scattering &d scales with the

third power of the particle size, and the scattering intendity= jEsj?) scales with the sixth

power of the particle size [24, 96].

This scaling behavior explains wihy which scales quadratically with the scattered eld,
becomes much weaker compared to the cross-term in equation (1), which scales linearly with
the scattered eld, when observing small nanoparticles. Therefore, interferometric detection
of small nanopatrticles is superior compared to dark- eld detection on the grounds of a di erent
scaling behavior of the di erent terms in equation (1), since the experimental implementation
of ultrasensitive dark- eld microscopy faces challenges because small nanoparticles only scatter
a limited number of photons which are challenging to detect and di erentiate from background
noise [24, 96].

Besides the experimental challenges in dark- eld detection, there is also an experimental

0No phase-mask is used in bright- eld imaging.
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advantage of working with an interferometric imaging scheme: Interferometric detection over-
comes some sources of noise (dark current and read noise in the camera and contributions of
incoherent stray light), which can be thought of as a result of a homodyne detection between
scattered and reference light. By choosing an appropriate reference light intensity, this advan-
tage can even be extended to the point where the detection is only limited by the shot noise
of the signal [38, 48]. A more detailed analysis of di erent noise sources in interferometric
imaging is outlined in section 2.2.3.

The iSCAT signal of interest, i.e. the interferometric cross-term, can be obtained by
subtracting the reference intenslty, which acts as a background, from the measured intensity
(and neglecting the scattering terhg): lqet |+ 2E; Escos . Thus, the image contrast
C when comparing images with and without a nanoparticle, can be formulated as
2E, E; cos p E cos 3)

[ E,

This result might lead to the illusion that a better sensitivity, i.e. the ability to detect
smaller iISCAT signals, can be reached by simply minintzimg the denominator. However,
the resulting increased contrast is at the expense of the overall signal, which leaves the signal-
to-noise ratio constant in shot noise-limited detection, as long.as Eg [24, 39, 96].

The phase anglé between reference and scattered light in iISCAT imaging is a strong
function of the focus position of the microscope objective. This dependence can be understood
when realizing that the path length of the reference and scattered light cannot be altered
independently. More precisely, a particle, illuminated with a monochromatic incident plane
wave along the optical axis (i.e. polar angke O ), scatters most light to larger polar angles

, While the reference light only travels into one direction: either forwards or backwards the
optical axis, depending on the imaging geometry. Thus, the scattered and reference light
propagate (mostly) along paths with di erent which results in a change of the phase angle
when altering the focus position of the microscope. In this sense, interferometric imaging

C

schemes can be seen as a common-path homodyne interferometer, in which the phase angle
between the reference and the scattered light can be altered by changing the focus position
of the objective [48, 97]. Unfortunately, the strong dependence of the iISCAT contrast on the
phase anglé can severely complicate nding the right focus position and thus identifying
weak scatterers as they are often only revealed in image post-processing [39].

2.2.2. Resolution limit

Even though there are several ways to de ne a resolution limit in microscopy (mostly depending
on the use of coherent or incoherent light) [98], Abbe's resolution limit [99]

R=2NA ()
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2.2 iSCAT 2 THEORY

is a suitable approximation. HeR denotes the lateral resolution limit,is the wavelength
of the illumination light, andNA is the numerical aperture of the system. For a derivation of
Abbe's resolution limit, see, for example, [100]. Although the resolution limit prevents us from
distinguishing structures that are smaller than half the wavelength of the illuminating light, |
want to emphasize that iISCAT can still be used to observe smaller objects without resolving
them, i.e. one only sees a diraction-limited spot. As the contrast in equation (3) depends
on the volume of the particle, it is even possible to di erentiate between nanoparticles of
di erent sizes and masses [27, 31, 38, 48].

2.2.3. Imaging noise

All experimental measurements in the real world are limited due to the presence of certain
random and non-random signal uctuations, which are called noise. In the case of iISCAT, this
noise can originate from various di erent sources. Even though iSCAT employs a common-
path geometry, mechanical vibrations of the various optical components can lead to image
noise as these mechanical vibrations can translate to non-compensable path-length variations
of the scattered and reference light. It is especially unfavorable if di erent components vi-
brate di erently with respect to each other. Thus, iISCAT microscopes are typically set up on
vibration-isolated optical tables. Moreover, using stable optomechanical components, mount-
ing critical components like the objective on heavy stages, securely fastening all components,
and covering the setup to shield it from air movements during the experiment, is vital for the
detection of single proteins [101, 22].

A second type of noise is stray light and camera-read noise. Stray light can originate from
outside the microscope (from ambient light, for example), but mainly comes from re ections
and scatterings from optical components that are part of the microscope. These internal
re ections and scatterings can usually be reduced by decreasing the illumination intensity.
Camera-read noise can be attributed to thermal noise in the chip of the camera and its
associated ampli er electronics. Modern cameras can have reasonably low levels of noise,
and as the iISCAT signal is typically a small intensity variation on top of a high background,
camera read noise is usually not a major concern [24, 97].

However, the camera-read noise sets a lower boundary for the operating range, the so-
called ‘dynamic range’, of a camera. The upper bound is given by detector nonlinearities and
saturation e ects. To convert the analog camera signal into a digital signal, an appropriate
bit depth is chosen, based on the dynamic range [24]. For our camera, this is 12 bit, which
imposes a limit on detecting small signals in a single frahyesetting the read-out resolution
to 1 in 4096, i.e.2 10 4.

Another noise source is the surface roughness of the used coverslips. Tiny surface inho-
mogeneities lead to a refractive index that di ers from the surrounding medium, which causes

1And under normal operating settings.
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unwanted scattering. Already a nanometer roughness leads to a non-random contrast noise
of 0.3 % in re ection ISCAT [25] and 0.5-1 % in SP-IRIS setups [97] and thus sets a limit
on nanoparticle detection [102]. However, this non-random noise appears as a static back-
ground, i.e. it is reproducible in consecutive acquisitions. Therefore, it can be removed with
background subtraction schemes, which are further outlined in section 2.2.4.

Finally, laser power uctuations and beam pointing instabilities are often the most promi-
nent noise sources in iISCAT experiments [39, 96]. While experimental measures, such as
sending the illumination laser beam through a single-mode ber or avoiding any moving parts
in the vicinity of the laser, can improve the situation, it is usually inevitable to account for
laser intensity uctuations via referencing or normalization when trying to detect iISCAT con-
trasts smaller thari0 2 [96]. In confocal imaging, a balanced photodiode pair can be used
to reach a stability in the order df0 ’ if a point detector is used [103, 104]. In wide- eld
detection, referencing can be similarly implemented by comparing the total power recorded
within each frame. As the scattered eld and the reference eld both share the same laser
noise and ultimately both contribute to the iISCAT contrast, they naturally self-reference [24].

Even if one manages to cope with laser power uctuations, one is still confronted with
the fundamental probabilistic arrival of photons at the detector and its associated noise, the
so-called 'shot noise' [24, 96]. Discrete probabilistic events, like the arrival of photons at a
detector, behave according to the Poisson distribution [67]. Thus, the standard deviation for
the uctuations of the photon number in one image acquisition, i.e. the shot noise, is given

by

=N (5)

wherel indicates one acquisition amdl is the mean photon number per acquisitionf we
now calculate the relative standard deviatigg, we get

1
Lrel = Wl = pﬁ (6)

Thus we see that the relative contribution of shot noise decreases if the number of collected
photons is increased. The interferometric signal in equation (1) is givek bk cos' and
sinceEs / E,, the signal is proportional tdl. Due to the Poissonian statistics, the shot
noise is proportional to N. Thus, the associated signal-to-noise raNR) scales with

N P_—
SNR/ pﬁ = N @)
As a consequence, we can conclude that the image quality can be improved, and thus

making it possible to detect smaller iISCAT contrasts, by simply collecting more light if the
limiting factor in an experiment is shot noise. However, experimentally the amount of de-

12This can be a single pixel or a whole frame.
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tectable photons is still limited by the dynamic range of the detector. Fortunately, there are
ways to overcome this limitation with certain image analysis methods. A demonstration of
the e ect of shot noise on nanoparticle detectability in iISCAT imaging is shown in gure 2.

Figure 2: Demonstration of the e ect of shot noise on nanoparticle detectability in iISCAT
imaging. On the very right, an arti cially-made signal of a nanoparticle is shown in the
absence of shot noise. In the three remaining images, shot noise was simulated with a shot
noise generator by Erez Posner [105]. From left to right, the full well capacity in the simulation
was changed by a factor of 10 from one image to the next.

2.2.4. Image analysis

As outlined in the previous chapter, the ability to detect smaller iISCAT signals, i.e. the
sensitivity, can be improved by collecting more photons if the de ning noise source is shot
noisé®. There are two di erent approaches to collect more photons. On the one hand, one
can simply increase the illumination intensity. However, one has to make sure that the camera
is not saturated, which sets an upper limit on the reference intensity. To counteract this issue,
one can implement an attenuator in the detection path of the reference light [38, 39, 49, 64].
This can also make it easier to nd the optimal focus position if the cover glass roughness
becomes visible in a single acquired image, i.e. without the need for averaging frames [39].

On the other hand, image analysis methods, which are widely used in the eld [25, 26, 59,
64], can be employed to increase the e ective photon number after the actual experiment.
For this, one can either average over multiple frames (temporal binning) or sum up adjacent
pixels (spatial binning). Naturally, temporal binning trades temporal resolution, and spatial
binning decreases the image resolution. In most cases, temporal binning is of particular interest
because it is nowadays technically possible to average over several hundreds or even thousands
of frames in a reasonable timeframe if the setup is stablering the averaging time. To
examine how the relative shot noise scales when averaging dranes, we calculate the
relative standard deviation for frames

_ pnN

n _
rel — -
BT 0 N n N

_ 1 _ irel
=Py = PR ®)

3Reminder: Shot noise is fundamentally always the remaining noise source, and even experimentally, it is
often the nal signi cant remaining noise [25, 26, 53, 55, 62].
with respect to mechanical vibrations, temperature drifts and laser uctuations.
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and see that it scales proportionally to the relative shot noise of a single frame and
decreases as more frames are acquired. Qualitatively, this means that acquiring more frames
should lead to an improvement in image contrast, similar to how it is shown from left to
right in gure 2. Obviously, in real life, one cannot capture an in nite number of frames and
reproduce an image quality as it is depicted on the very right in gure 2.

Other powerful image analysis methods for iISCAT are background removal and dynamic
imaging. As already outlined, the surface roughness of the coverslip can lead to background
signals that limit the detection of nanoparticles. However, as these features are static, they
can be removed by subtracting a background image from the actual image. For dynamic
events, like the arrival of a protein on a coverslip, this can be done particularly successfully.
For particle tracking, it is usually not even necessary to record a separate background image
as an average image can serve as a background [102].

Even though the fundamental principle of dynamic imaging is simple, di erent variations
of the method can be used for di erent applications, mainly depending on the possible image
acquisition speed and the speed at which the nanoparticle moves [96]. For example, subtrac-
tion of a temporal average [106] or a rolling-window average across stacks of frames can be
employed [27]. For particle tracking applications, an advanced iterative-estimation algorithm
can be found in [107]. Valuable suggestions on how to use image processing for binding
studies are outlined in [39]. If other noise sources are suppressed, and dynamic imaging is
used, shot noise-limited imaging can be achieved experimentally [25, 26, 53, 55, 62].

2.2.5. lllumination schemes

There are two di erent approaches for illuminating a sample in an iISCAT setup, confocal
and wide- eld illumination. In a confocal con guration, a laser beam gets focused onto the
sample plane and is rapidly scanned over the sample. In state-of-the-art iISCAT microscopes,
the scanning is usually done with acousto-optic de e¢tofaODs) [25], which can provide
scanning speeds of up to hundreds of MHz. If confocal illumination is used, one has to ensure
that the beam scanning is nished within the exposure time of the camera.

In wide- eld illumination, the whole eld of view is illuminated simultaneously with an
extended beam of light. Naturally, the acquisition speed in confocal imaging is limited by the
speed of the AODs. Additionally, the sample experiences a higher peak laser power due to
the focusing of the illumination light onto the sample. While wide- eld illumination does not
need expensive AODs for rapid scanning, the illumination light is focused inside the objective,
which can give rise to unwanted stray light and, in a worst-case scenario, even damage the
objective if su cient illumination power is used.

However, in most applications, it is still bene cial to move the illumination light beam in
wide- eld illumination so that the sample is illuminated from di erent angles [108]. If the

15Sometimes these devices are called acousto-optic modulators (AOMs), which are essentially the same.
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movement is performed within the exposure time of the camera, this leads to an averaging
of signals originating from unwanted scatterers, like dust on optical components, while the
nanoparticle of interest remains in focus. This wide- eld illumination scheme can be imple-
mented by placing two galvanic mirrfrsn a conjugate image plane before the sample and
sweeping the illumination light beam [108], as depicted in gure 3.

Figure 3: 2D representation of the wide- eld illumination scheme with galvanic mirrors to

illuminate the sample from di erent angles. The resulting image averages over unwanted
scatterers on optical components as the components are illuminated on di erent positions
during the acquisition time. If two galvanic mirrors are placed close to each other in the
illumination beam path, a circular motion of the beam in the Fourier plane can be achieved
with two sinusoidal input signals.

If the microscope is operated with wide- eld illumination and a rotating sample illumi-
nation scheme, it is essential to restrict the NA of the illumination light, because high-NA
illumination light usually only contributes to the reference light in small nanoparticle imaging,
which ultimately decreases the iISCAT contrast according to equation (3). Even if a high-NA
illumination ray hits the sample and scatters, the scattered light propagates outside the possi-
ble collection range of the objective with a higher probability [39, 49]. This can be intuitively
understood when considering that the induced dipoles from a high-NA ray are orientated in a
more vertical position than for a low-NA ray. The more vertical orientated dipoles from the
high-NA rays emit scattered radiation preferred to directions which are (close to) orthogonal
to their dipole axes. Thus, a large part of the scattered light propagates outside the collection
range of the objective.

As a consequence, the above-mentioned wide- eld illumination scheme with galvanic mir-
rors has to be restricted to small sweeping angles. The exact restriction depends on exper-
imental conditions, including the sample of interest, NA of the used objective, and general
imaging scheme (re ection iISCAT, COBRI or SP-IRIS).

Another interesting consideration is that iISCAT does not necessarily require coherent
(laser) illumination if operated in a wide- eld illumination scheme. Other light sources can

16 galvanic mirror is basically a mirror that is moved with an electric motor. They are signi cantly cheaper
than AODs but not as fast and precise.
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be used as long as the coherence length of the light is su ciently large, i.e. the path length

di erence between the scattered and reference eld is smaller than the coherence length of
the illumination light [48, 96]. As previously mentioned, partially-coherent LEDs are used as
illumination sources by the SP-IRIS community [48, 54].

Finally, several focus position stabilization schemes have been incorporated into iISCAT
setups [25, 26]. Usually, the common idea is to re ect a separate laser beam somewhere on
the sample stage and monitor the motion of the re ected beam. The sample stage is then
moved accordingly to counterbalance any unwanted movements or drifts of the sample stage.

2.2.6. Summary

Comparing dark- eld microscopy with iISCAT leads to the conclusion that iISCAT is better
suited for the detection of small nanoparticles because of a superior scaling behavior of the
particle size in equation (1), as it is experimentally easier to detect a small intensity variation
on top of a large background, as it is done in iISCAT, compared to detecting a very small
absolute signal, like it is done in dark- eld microscopy.

The cover glass roughness is a noise source that can severely limit nanoparticle detectability,
but it can be overcome with background subtraction or dynamic imaging. After the image sub-
traction, nanoparticle detection can already be shot-noise limited [25], and contrast-detection
can already be as low 48 3[26]. To further improve the sensitivity, one can further increase
the number of detected photons. This is usually achieved with averaging over multiple frames
(temporal binning), which requires a stable setup during the acquisition time. If one manages
to average over several thousand frames (while keeping the setup stable), a contrast-detection
in the order ofl0 # has been achieved experimentally [26].

An additional improvement can be reached by attenuating the reference light. The atten-
uation is vital if the microscope is operated in transmission mode to not saturate the camera.
If the reference light is attenuated, the illumination intensity can be increased, which leads
to more scattered light at the camera and thus gives a better contrast according to equation
(3). The increased contrast by the use of an attenuator lowers the need for long temporal
binning [39], which is especially bene cial if the setup cannot be held stable over extended
periods of time or a higher acquisition rate is needed. Furthermore, an increased scattering
contrast can also make it easier to nd the optimal focus position if the cover glass roughness
becomes visible without the need for averaging any frames [39].

Finally, if a wide- eld illumination scheme is used, it is bene cial to average over the signal
from unwanted scatterers by illuminating the sample from di erent angles within the exposure
time of the camera. Nevertheless, one has to restrict the illumination NA to not decrease the
ISCAT contrast excessively.
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2.3. Multi-pass microscopy

If a microscopy technique is limited by shot noise, multi-pass microscopy can be used to
improve the obtained signal without increasing the associated shot noise [68, 69]. When
combining iISCAT with multi-pass microscopy, this can be intuitively understood by realizing
that the re-imaging of a pulse of light onto the sample leads to an increased amount of
scattered light and hence improves the contrast according to equation (3). As the detection
of the light only takes place after multiple rounds of re-imaging, shot noise is only generated
once, when the light is detected.

As already outlined in the introduction, multi-pass microscopy is a quantum optimal way
to amplify a signal, which means that its SNR-improvement scaling is the same as for other
guantum metrology schemes [68, 69]. Thus, multi-passing can overcome the shot-noise
limited scaling of 1. = plT and approach the theoretical Heisenberg limit, = Ni which
is a fundamental limit set by quantum mechanics [70, 71, 72, 73]. Furthermore, multi-pass
microscopy currently seems to be easier to implement than imaging schemes with entangled
or squeezed photons because of di culties in producing the delicate entangled or squeezed
photon states [74].

Within the discipline of multi-pass microscopy, one can distinguish between three di erent
operating schemes, namely continuous wave (CW), ring-down (RD), and multi-passing (MP).
In the CW scheme, a continuous beam of light is in- and outcoupled into the self-imaging
cavity, which generates a power build-up inside the cavity. In the RD scheme, a pulse of light
is incoupled into the cavity, and a fraction of it is outcoupled every time the pulse interacts
with one of the semi-transparent end mirrors of the cavity. The detection can then be in a
time-resolved way, in which the number of interactions is recorded, or by integrating over the
outcoupled light. The MP scheme operates similarly to the RD scheme, but the pulse of light
interacts with the sample for a speci ¢ number of times before it is outcoupled and detected
[69].

While the best signal improvement can be achieved within the CW scheme, it is more chal-
lenging to experimentally implement as the cavity has to be stabilized so that it is resonant.
Even though the MP scheme gives a slightly better improvement than RD in recent theoret-
ical considerations and simulations [69], the RD mode is often chosen for an experimental
implementation because it is more challenging to implement a mechanism to outcouple all
light at once after a speci c number of roundtripsn a MP scheme.

So far, a RD scheme with temporal postselection by a gated CCD camera [68] and with
a Pockels cell with polarizing beam splitter [109] have been experimentally implemented.
In principle, it would also be possible to position the Pockels cell and the polarizing beam
splitter as an optical switch inside the cavity to outcouple all light at once [68]. However, this
approach is experimentally more di cult as the Pockels cell and the polarizing beam splitter

70One roundtrip usually is in a time range of some nanoseconds.
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introduce losses inside the cavity, which become more severe with every additional roundtrip.
Moreover, a very precise alignment of the two components would be necessary to re-image
the light onto the same sample position in every roundtrip.

As outlined in section 2.2.1, the phase ariglbetween the reference and the scattered
light in iISCAT can be changed by slightly altering the focus position of the microscope. This
feature can typically be used to set the optimal phase angle in a way so that the contrast
is maximized by slightly defocusing the microscope if necessary. However, in our proposed
combination of iISCAT and multi-pass microscopy, the sample has to remain exactly in focus
as a precise re-imaging of the sample would not be possible with an introduced defocus. Thus,
the reference light should be phase-shifted; bgimilar to how it is done in phase-contrast
microscopy [7].

2.4. Boundary element method (BEM) simulations

To validate our experimental ndings and be able to predict the iISCAT contrast of future
experiments in our setup, we have used the metallic nanoparticle boundary element method
(MNPBEM) toolbox [110], which is implemented in MATLAB. To simulate our setup with the
toolbox, we have adapted publicly available code [111] from the SP-IRIS community, which
was used for simulations in [48] and [97]. Our code can be found in [112].

At the core, the MNPBEM toolbox uses the boundary element method (BEM) [113]
to calculate the surface charges of a nanoparticle, which result from an incoming light wave.
These surface charges are then used as the basis for the optical response of the natfbparticle
Within the BEM, Maxwell's equations get simpli ed to surface integrals at the nanoparticle-
medium interface. In this way, one only needs to mesh the surfaces and calculate the surface
integrals at the interfaces, which is faster than volume-based approaches [48].

Our simulations are structured as follows: First, we specify the imaging geometry, including
the direction, polarization, and wavelength of the incoming light, which is modeled as a
monochromatic plane wave. Moreover, the size and shape of the nanoparticle get speci ed,
as well as the refractive index of the nanoparticle and the surrounding media. The toolbox
then calculates the surface charges at the nanoparticle-medium interface as a response to
the incident plane wave. From there, it furthermore calculates the scattered far- elds in the
angular spectrum representation.

The imaging concepts from section 2.1 can equivalently be described with the angular
spectrum representation. Within this formalism, the light eld gets decomposed into plane
waves (and evanescent waves) with variable amplitudes and propagation directions. One can
now ask how the light elE(¥) = E(x;y;z) looks like at an arbitrarg-plané?® if one has

8The MNPBEM toolbox can - despite its characteristic name - also be used to simulate the optical response
of non-metallic nanoparticles, see [48], for example.
9As commonly used in the literature, is the direction of propagation.
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knowledge about the eld at the plarre= 0. The answe¥ is given by the angular spectrum
representation [114]:

1 A ‘
E(F)=  E(keky;0)e' Xl y ke g dk, (9)
1

Where§ is the 2D Fouaier transform &, k, andk, are the spatial frequencies (or reciprocal
coordinates), and, = k? k2 k; with the wave vectok = 22 and refractive inden.

The sign in the exponent makes sure that both, the wave propagation into the half-space
z > 0 (+ sign) andz < 0 ( sign), are included.

Coming back to the simulation, the toolbox calculates the scattered far- eld in the angular
spectrum representatioB; (ky;ky), expressed as the complex-valued magnitudes of plane
wave components. To form an image of the scattered light in the far- eld, we evaluate
the canonical angular spectrum integtabver the microscope's collection anglgy with
appropriate prefactors [48, 114]:

Escat(—f'-) = 2|7 E, (kx; ky) ei[kx X+ Ky y+Kkz Z] ;' dkx dky (10)

max

where the integration limit makes sure to correctly simulate that we are only collecting those
plane wave components that are allowed by the NA of our microscope objective.

To simulate an interferometric image, we also have to implement the reference light eld
Eef (¥), which was modeled as a simple plane wave whose phase and amplitude could be
changed.

To simulate the nal intensity image(¥) at the camera, we coherently add the scattered
and reference light eld

I ('F') = jEref ('F‘) + Escat("c)j2 (11)
and ultimately calculate the normalized intensity
| ()
I t) = 12
norm ( ) Iref ('F') ( )

wherel ¢ (¥) = jEef (¥)j2. Expressed as a normalized intensity, it is possible to compare the
outcome of our simulations with the contrast of equation (3). Note that our BEM simulations
did not include any multi-passing. A successful multi-pass operation of the nal setup should
lead to an even larger nanoparticle contrast compared to the results of our simulations.

20Under the assumption of a homogeneous, isotropic, linear, and source-free propagation medium.
21The canonical angular spectrum integral can be derived from equation (9), for details see [114].
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3. Methods and Results

3.1. Microscope development

The development process of our interferometric multi-pass microscope was driven by two key
principles: Minimizing photon loss inside the self-imaging cavity and designing the setup in
a way so that the sample can be placed onto a horizontally oriented microscopy cover glass.
In this section, rst, an overview of the entire planned setup, including the illumination and
detection scheme, is given in section 3.1.1. Next, the choice of optical and optomechanical
components for the multi-pass setup of our microscope is outlined in sections 3.1.2 and
3.1.3. Then, the development of the multi-pass setup with the 3D CAD software SolidWorks,
which included designing custom-made adapters and a proper assembly of all components,
is presented in section 3.1.4. Finally, considerations about the galvanic mirror system for a
rotating sample illumination, as outlined in section 2.2.5, and about the development of an
attenuator ring, whose bene ts are explained in sections 2.2.1 and 2.2.6, will be presented in
sections 3.1.5 and 3.1.6.

After outlining the microscope development process, our conducted experiments, as de-
scribed in section 1.5, are presented in sections 3.2 to 3.5.

3.1.1. Illlumination and detection scheme

We decided to set up our interferometric multi-pass microscope in transmission mode and use
wide- eld illumination. The decision for using a transmission con guration is naturally given
by the imaging scheme of multi-pass microscopy because a large portion of the illumination
light is re ected at the incoupling end mirror, which would complicate the detection in re-
ection mode. Combining a confocal illumination with the multi-passing scheme would also
overcomplicate the detection. A schematic of the full setup is shown in gure 4.

Starting with the illumination path, a pulsed Monaco 1035 (40 W) from Coherent is
frequency-doubled and sent through a pair of lenses to get an appropriate beam diameter.
Additionally, a half-wave plate and a polarizing beam splitter (PBS) give the possibility of
continuously changing the illumination light intensity.

Next, the beam impinges on two galvanic mirrors (Pangolin ScannerMAX Compact 506),
which are driven by a two-channel function generator (RIGOL DG900). As the galvanic mirrors
are placed in an image plane, it is possible to illuminate the sample from di erent directions,
as outlined in section 2.2.5. Further details about the galvanic mirror system can be found in
section 3.1.5.

Before the illumination light enters the self-imaging cavity, a beam splitter (BS) can
outcouple back-re ected light from the multi-pass setup to the alignment tool, which consists
of one camera in an image plane and one camera in a Fourier plane. Both cameras are
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Figure 4: Schematic of the whole interferometric multi-pass microscope, including the illumi-
nation and detection path.

BLACKFLY S from the company FLIR. As the name already reveals, the alignment tool
supports the alignment process of the multi-pass setup. For this, component after component
get introduced into the imaging path, and their position and orientation are changed until the
beam impinges at the same position (and with the same beam diameter) on the two alignment
cameras as before the component got placed into the imaging path.

Coming to the multi-pass setup, the illumination light gets incoupled via the lower end
mirror and illuminates the sample in a wide- eld con guration after passing through the lower
tube lens and objective. At the sample, some light scatters (shown in red) and is collected
by the upper objective. It then forms an image at the upper end mirror, and the majority
of scattered and unscattered light (reference light, shown in green) gets re-imaged onto the
sample.

At the upper end mirror, a fraction of the scattered and unscattered light is outcoupled
at every roundtrip. It then passes through the attenuator in a Fourier plane. Details about
the attenuator are presented in section 3.1.6. With the following Pockels cell (KD*P EM520-
TT-HHT-AR517 from Leysop) and the polarizing beam splitter, one can look at individual
passes or sum up multiple passes (ring-down mode). To precisely control the timing, we use
a delay generator (DG645 from Stanford Research Systems), which rst triggers a laser pulse
and, after an adaptable delay time, triggers the driver of the Pockels cell. If the Pockels cell is
triggered, the polarization of the light is changed, so that it gets re ected towards the camera
at the polarizing beam splitter. As light is naturally propagating with the speed of light, one
roundtrip inside the self-imaging cavity only takes around 5.2 ns. Thus, it is essential that
the delay generator and the Pockels cell can operate faster than that, which is ensured by a
sub-nanosecond time resolution of the delay generator and a combined rise and fall time of
the Pockels cell of around 2 ns. The pulse length of our laser is signi cantly shorter than

21



3.1 Microscope development 3 METHODS AND RESULTS

the roundtrip time, which ensures that no power-buildup is happening inside the self-imaging
cavity.

For capturing the interferometric image, we use a CMOS camera (MV1-D1024E-160-CL)
from Photonfocus, which o ers a high dynamic range, high SNR, high acquisition speeds (150
fps*? at the full resolution of 1024x1024), and is also used by other iSCAT groups [25, 101].
In order to handle the high data ow from the camera, we use a Bit ow Neon-CLD frame
grabber. The frame grabber and the camera are controlled with self-written MATLAB code.
By implementing two lenses with di erent focal lengths in the detection path, an additional
magni cation of the image can be introduced if needed.

3.1.2. Choice of optical components

As the working principle of a multi-pass microscope is the re-imaging of photons onto the
sample multiple times, we had to ensure that as few photons as possible get lost in the
imaging process. Thus, choosing optical components with very high transmission or re ection
was important. The choice of our illumination wavelendgh75 nm) was predetermined by

the shared lasét in the lab.

The most critical choice of an optical component in our multi-pass setup was the objective
as it determines the amount of scattered light we can collect, specied by its numerical
aperture (NA), and is prone to have a lower transmission compared to single-lens elements as
modern objectives are made out of multiple lenses to correct for image aberrations. Thus, we
discarded the use of immersion objectives due to their signi cantly lower transmission rates
compared to air objectives.

We decided to use Zeiss Plan-Apochromat 20x/0.8 objectives as their speci cations in-
clude a very high transmission at our illumination wavelength (around?99 ®doreover,
they include optical corrections for image aberrations, o er a decent NA of 0.8, and were
signi cantly more a ordable compared to custom-made solutions. As Zeiss objectives need a
compatible tube lens in order to accurately correct for some image aberrations, we combined
our objectives with suitable Zeiss tube lenses for which we measured a transmission of over
99 %.

As end mirrors of the self-imaging cavity, we chose high energy partially re ecting laser
mirrors (CVI PR1-532-xx-1025 where xx is the re ectance in percent) from the company CVI
Laser Optics. A 90 % re ectance mirror (in-coupling) and a 95 % mirror (out-coupling) were
used in the setup.

In order to be able to observe biological samples on a horizontally oriented microscopy
cover glass, we designed a part of the microscope in a vertical orientation. Hence, we set up
half of the components on an optical breadboard, which was located above our optical table.

22The acquisition speed can be signi cantly improved if a smaller region of interest is de ned.
23More details about the laser and the illumination scheme are outlined in section 3.1.1.
24n the lab, we measured a transmission of 98 %.
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To guide the imaging path through the vertical section, we implemented4svdNd:YAG
laser line mirrors from Thorlabs (NB1-K12), which have a re ectance of over 99.8 % at our
illumination wavelength.

3.1.3. Choice of optomechanical components

Setting up half of the microscope onto an optical breadboard made the overall setup sensitive
to mechanical vibrations, which could decrease the image contrast. Hence, the optomechanical
components and the breadboard itself were chosen with the main focus on mechanical stability.
Another design criterion was to implement the multi-pass setup in a modular structure so that
it can easily be adapted or upgraded. The modules include two end mirror modules, two tube
lens modules, and a lower and upper objective module. All stages (that are part of the
modules) were chosen to be able to translate in x, y, and z and have a tip/tilt capability for
the alignment process.

For the end mirror and tube lens modules, 3-axis MicroBlock stages (MBT616D/M) from
Thorlabs were used as they are a reasonable compromise between mechanical stability and
a ordability. To add a tip/tilt capability, precision kinematic mirror mounts (KS1T) from
Thorlabs were mounted onto the MicroBlock stages. Connecting the stages and the mirror
mounts in a stable and adaptable way required us to design custom-made adapters, which is
outlined in the next section.

For the objective modules, we chose 3-axis NanoMax stages with closed-loop piezos
(MAX311D/M) from Thorlabs as they give us the ability to control the focus very precisely
with the included piezos. A 3-channel piezo controller (BPC303) from Thorlabs was used to
control the piezos. To further increase the stability of the objectives and be able to control
the tip/tilt angles precisely, we decided to mount the objectives onto gimbal mirror mounts
(GM100/M) from Thorlabs. For connecting the gimbal mounts to the NanoMax stages, we
again designed custom-made adapters.

As sample holder, we decided to use an xy translation mount (XYF1/M) from Thorlabs,
which was planned to be mounted on the bottom side of the optical breadboard, but was
discarded due to stability issues. Instead, the lower objective module was redesigned and a
new sample holder (a mirror mount for two-inch optics, MXI-2-3027, from Radiant Dyes) was
mounted to the lower piezo NanoMax stage, which was previously used for the lower objective
module. The translation stage of the lower objective module was changed to an xy steel
extended contact translation stage (TSD-1202SH-M6) from SIGMA KOKI, which gave the
lower objective a xed z-position as the new sample stage was now able to translate in z by
being mounted onto the piezo NanoMax stage. lllustrations of the old and new sample holder
(including the whole setup) are shown in the next section in gure 5 and 7.

For an increased stability of the whole setup, we used a custom-made solid aluminium
breadboard (1200x600 mm) with a thickness of 20 mm from Radiant Dyes. The increased

23



3.1 Microscope development 3 METHODS AND RESULTS

thickness (compared to standard optical breadboards) makes the board sti er so that any
mechanical vibrations that are present on the optical table translate to similar vibrations (in

amplitude and frequency) on the breadboard. The breadboard includes a custom cut-out for
the vertical part of our microscope. To securely mount the breadboard onto the optical table,

we used ve 1.5 inch thick stainless steel posts.

3.1.4. 3D CAD Design

As a next step, the whole multi-pass setup was visualized within the 3D CAD software "Solid-
Works' “SolidWorks'- les of the Thorlabs stages and optomechanical components were im-

ported, and custom-made adapters, needed for connecting the stages with the mounts of the
optical components, were designed with the software. We designed the adapters so that the
position of the mounted optical components can be changed over a wide range. Moreover, we
focused on the mechanical stability of the connections between the adapters and the stages
and making the connections suitable for a simple alignment process.

Thus, the adapters were designed so that they could slide on the top plates of the stages
over a wide range while having the possibility to secure them with four screws in (almost) all
positions. Additionally, all adapters include a small extrusion, which is orientated orthogonal
to the imaging path, to give the opportunity to orientate the mirror mounts, and thus also the
optical components, with a close-to-optimal yaw angle in the initial alignment process. To be
able to position the upper objective close enough to the sample, we replaced the standard top
plate of the NanoMax stage of the upper objective with a right-angle top plate (AMA011/M
from Thorlabs) and mounted the adapter of the gimbal mount onto the side of the stage.
After the design process, the custom-made adapters were manufactured by the workshop of
our faculty.

Next, the "SolidWorks' assembly of the whole setup was thoroughly checked for compat-
ibility errors, especially if the optical components can be positioned so that the distances
between them are correct and adaptable. Appropriate revisions of the setup and the adapters
were done in multiple cycles. Figures of the nal modules and the associated adapters can be
found in the appendix A.1.

The nal complete multi-pass assembly is shown in gure 5, and an image of the corre-
sponding setup in the laboratory can be found in gure 6.

To isolate the microscope from ambient light, air movements, and to dampen acoustic
noise, we designed a box that can be placed over the setup. We used the 25 mm optical
construction rail system from Thorlabs together with plastic-coated cardboard panels with
foam core (TB4 from Thorlabs) for the sides of the box and black cardboard (TB5 from
Thorlabs) for the top®. A SolidWorks assembly of the the whole multi-pass setup together
with the box can be found in the appendix A.2.

25We used TBS5 for the top because the standard size of TB4 was too small.
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