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The growing adoption of AI and data analytics in var-
ious sectors has resulted in digital preservation emerg-
ing as a cross-sectoral problem that affects everyone
fromdata-driven enterprises tomemory institutions alike.
As all contemporary storage media suffer from funda-
mental density and durability limitations, researchers
have started investigating new media that can offer high-
density, long-term preservation of digital data. In the Eu-
ropean Union-funded Future and Emerging Technologies
project OligoArchive, we are exploring one such media,
namely, synthetic Deoxyribo Nucleic Acid (DNA). In this
paper, we provide an overview of the ongoing collabo-
ration between project OligoArchive and the Danish Na-
tional Archive in preserving culturally important digital
data with synthetic DNA.
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I. Introduction

Today, we live in an increasingly digital society. Digi-
tal data pervades all disciplines and has established it-
self as the bed rock that drives our society, from en-
abling data-driven decisions based on machine learn-
ing, to encoding our collective knowledge compactly in
a collection of bits. Thus, preservation of digital data
has emerged as an important problem that must be ad-
dressed by not just memory institutions today, but also
by institutions in several other sectors.

In order to preserve digital data, it is necessary to
first store the data safely over a long time frame. His-
torically, this task has been complicated due to several
issues associated with digital storage media. All current
media technologies suffer from density scaling limita-
tions resulting in storage capacity improving at a much

slower rate than the rate of data growth. For instance,
Hard Disk Drive (HDD) and magnetic tape capacity is im-
proving only 16-33% annually, which is much lower than
the 60% growth rate of data [1]. All current media also
suffer from media decay that can cause data loss due
to silent data corruption, and have very limited lifetime
compared to the requirements of digital preservation.
For instance, HDD and tape have a lifetime of 5–20 years.
A recent survey by the Storage and Networking Indus-
try Association stated that several enterprises regularly
archive data for much longer time frames [2]. Thus, the
current solution for preserving data involves constantly
migrating data every few years to deal with device fail-
ures and technology upgrades. A recent article summa-
rized the financial impact of such media obsolescence
on the movie industry [3].

In project OligoArchive[4], we are exploring a radi-
cally new storage media that has received a lot of at-
tention recently—Deoxyribo Nucleic Acid (DNA)[5]–[8].
DNA is a macro-molecule that is composed of smaller
molecules called nucleotides. There are four types of nu-
cleotides: Adenine (A), Cytosine (C), Guanine (G), and
Thymine (T). DNA used for data storage is typically a
single-stranded sequence of these nucleotides, also re-
ferred to as an oligonucleotide (oligo). DNA possesses
several key advantages over current storage media.
First, it is an extremely dense three-dimensional stor-
age medium with a capacity of storing 1 Exabyte/mm3

which is eight orders ofmagnitude higher thanmagnetic
tape, the densest medium available today [9]. Second,
DNA is very durable and can last millennia in a cold,
dry, dark environment. A recent project that attempted
to resurrect the Woolly Mammoth using DNA extracted
from permafrost fossils that are 5000 years old is testa-
ment to the durability of DNA even under adverse con-
ditions [10]. Thus, data once stored in DNA can be left
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untouchedwithout repeatedmigration to deal with tech-
nology upgrades. Third, as long as there is life on earth,
wewill always have the necessity and ability to sequence
and read genomes, be it for assembling the genome
of a previously-unknown species, or for sequencing the
genome to detect diseases causing variations. As a re-
sult, unlike contemporary storage technologies, where
the media that stores data and the technology to read
data are tightly interlinked, DNA decouples media (bi-
ological molecules) from read technology (sequencing),
thus reducing media obsolescence issues.

In this work, we provide an overview of the ongo-
ing collaboration between the Danish National Archive
and project OligoArchive in demonstrating a holistic so-
lution for long-term preservation of culturally significant
data using DNA. We present a motivating use case for
long-term digital preservation, outline the challenges in-
volved in using DNA as a digital storage medium, and
present the end-to-end pipeline we have put in place to
overcome these challenges.

II. Context and Background

A. Danish National Archive Use Case

The Danish National Archives is a knowledge cen-
ter documenting the historical development of the Dan-
ish society. The archive collects, preserves and provide
access to original data with the purpose of supporting
current and future possible needs of the Danish com-
munity - public authorities as well as private citizens.
A huge part of this work includes the preservation of
digitally created and retro-digitized data securely and
cost-effectively. Thus, the archive has received and pre-
served such data since the 1970s.

The archival material used for this work consists of
digitized versions of selected hand-drawings made by
the Danish king Christian IV (1577-1648). Although his
reign was marked by military defeat and economic de-
cline, Christian IV stands out as one of the most promi-
nent, popular and admired characters in the line of Dan-
ish kings. The hand-drawings date to the period 1583-
1591 where the king was 6–14 years old. The material
is a part of a larger archival unit consisting of numerous
documents and records 1. The specific image 2 used for
this experiment presents a naval battle between several
warships. Besides emphasizing the young king’s admira-
tion for warfare and naval tactics, the material further
indicates his high level of cultural education as well as
his talent for drawing. At Danish National Archive, the
material is thus ranked as having “Enestående National
Betydning” (meaning unique national significance).

B. DNA storage challenges

Using DNA as a digital storage medium requires
mapping digital data from its binary form into a se-
quence of nucleotides using an encoding algorithm.

1https://www.flickr.com/photos/statensarkiver
2https://www.flickr.com/photos/statensarkiver/28273082238

Once encoded, the nucleotide sequence is used to syn-
thesizeDNAusing a chemical process that assembles the
DNAonenucleotide at a time. Data stored inDNA is read
back by sequencing the DNAmolecules and decoding the
information back to the original digital data.

A simple way to convert bits into nucleotides is to
adopt a direct mapping that converts 2 bits into a nu-
cleotide, for instance 00 to A, 01 to T, 10 to G, and 11
to C. This way a binary sequence is translated to an ar-
bitrary sequence of nucleotides. However, such a sim-
ple approach is not feasible due to several biological
limitations imposed by DNA synthesis and sequencing
steps. First, DNA synthesis limits the size of an oligo be-
tween hundred to few thousands of nucleotides. There-
fore, data must be divided into several pieces, with each
piece being stored in an oligo. However, unlike current
storage devices, oligos do not have logical addressing.
Hence, index information that helps to identify the order
in which the oligos, and hence the corresponding data
bits, must be reassembled back during recovery must
be stored together with the data bits and integrated in
each oligo.

Second, oligos with repeat sequences (like ACACAC),
or long consecutive repeats of the same nucleotide (like
AAAAA), and oligos with extreme GC content, where the
ratio of Gs and Cs in the oligo is less than 30% or more
than 70%, are known to be difficult to synthesize, se-
quence, and process correctly. Thus, when constructing
oligos, constraints need to be enforced to minimize ho-
mopolymer repeats and balance GC content. Further,
care must be taken to minimize similarity across oligos
as having too many oligos with similar nucleotide se-
quences can exacerbate sequencing errors and make it
difficult to identify the original oligo.

Third, sequencing and synthesis are not error free
even for well-formed oligos, as they introduce substitu-
tion errors, where a wrong nucleotide is reported, or in-
del errors, where spurious nucleotides are inserted or
deleted. Both sequencing and synthesis also introduce
bias. Some oligos are copied multiple times during syn-
thesis, while others are not. Similarly, some oligos are
read thousands of times during sequencing while oth-
ers are not sequenced at all. Thus, it is important to use
error correction codes in order to recover data back de-
spite these errors.

In addition to the aforementioned media-level chal-
lenges in using DNA as a digital storage medium, there
are also other problems associated with digital preser-
vation that DNA does not solve. Any digital file stored
on DNA is an encoded stream of bits whose interpre-
tation makes sense only in the context of the applica-
tion used to render, manipulate, and interact with that
file format. While DNA might be able to store data for
millennia, the associated applications and file formats
might become obsolete. Thus, in addition to preserv-
ing data, it is also necessary to preserve the meaning
of data by ensuring that data is stored in a preservation-
friendly, non-proprietary format. Digital data can also

iPRES 2021 - 17th International Conference on Digital Preservation
October 19-22, 2021, Beijing, China

2



Consensus Sequencing

Oligoarchive

SynthesisEncoding
ACTGATGTGATGCGTA

ATCGTGCATAGTCAGT

Original oligos

Original SIARD

ACTGATGTGATCC - TA

ATCGTGCATAGTCAGT

ACTGATGTGATGCGTA

…

ATCGTGCATAGTCTGT

ACTGATGTGATGCGTCA

ACTGATGTGATGCGTA

ATCGTGCATAGTCAGT

Inferred oligos

Decoding

Noisy reads

Restored SIARD

Figure 1: DNA Storage Pipeline

Zip file
Stream of 

bits
Randomized 

bits
LDPC 

encoding
Indexing Oligos

Constrained 
code

Figure 2: Encoding bits into oligos

be altered due to a variety of reasons and additional
data-integrity techniques should be put in place to en-
sure that data retrieved from DNA can be trusted to
be the same as the original source. The digital preser-
vation community has long pioneered file formats, in-
formation systems, and operational methodologies for
solving such format obsolescence issues[11]. Thus, a
holistic DNA-based preservation solution should build
on such techniques to solve both media and format ob-
solescence issues.

III. Design

In this section, we will describe the end-to-end
pipelinewe have put in place to overcome the aforemen-
tioned challenges.

A. Overcoming format obsolescence with SIARD-DK

In Denmark, all public institutions and organizations
that produce data worthy of persevering are legally
bound to submit them to a public archive. As the vast
majority of data in the Danish public sector are orga-
nized as databases with or without files in various for-
mats, the focus has been on archiving these data in
a standardized, system-independent and cost efficient
manner. As a result, the archive has implemented
a Danish version of the SIARD format (Software Inde-
pendent Archiving of Relational Databases)[12] named
SIARD-DK for storing of such data. SIARD is an open
format, designed for archiving relational databases in
a vendor-neutral form and is used in the CEF building
block “eArchiving”.

The first step in preserving data is extracting it and
creating an SIARD-DKArchival information Package (AIP).
In the creation of this particular AIP, the digitized ma-
terial was converted to TIFF format. Information rele-
vant to the images such as the preservation format of
the files, their title, creator and original size, descriptive
information, etc., was extracted and packaged together
with relevant documentation in the AIP-format. This was

done using proprietary tools developed at the Danish
National Archive. The usage of SIARD for storing the files
guarantee that thematerial is preserved in a rich format
with relevantmetadata stored in a standardized, system
and vendor independent way. The resulting AIP is a sin-
gle ZIP64 file that internally contains the TIFF images, in
addition to XML and XSD files that store the schema of
the archive and metadata information. This allows for
strict validation of the AIP. Further, anMD5 value of each
file is stored inside the archive and serves as the fixity to
verify data integrity on retrieval.

B. DNA data storage pipeline

The end-to-end DNA media storage pipeline is pre-
sented in Figure 1. In the rest of this section, we will
provide an overview of both the write path that takes
as input the SIARD zip file and stores it in DNA, and the
read path that restores back the zip file from DNA.

1. Write Path

In order to store the archive on synthetic DNA, the
zip file is first encoded from binary into a quaternary
sequence of oligonucleotides, and then synthesized to
generate synthetic DNA. The steps for encoding the
SIARD archive file into oligos is presented in Figure 2.
During encoding, the file is read as a stream of bits and
pseudo randomized. Randomization is applied to re-
duce the number of homopolymer repeats within oli-
gos, and similarity across oligos when generating the
oligos at a later stage. After randomization, error cor-
rection encoding is applied to protect the data against
errors. We use large-block length Low-Density Parity
Check (LDPC) codes with a block size of 256,000 bits as
the error correction code, as it has been shown to be
able to recover data in the presence of intra-oligo er-
rors, or even if entire oligos are missing[13]. We con-
figure LDPC to add 10% redundancy to convert each se-
quence of 256,000 bits into 281,600 bits with data and
parity. Each 281,600 bit sequence is then used to gen-
erate a set of 300-bit sequences, where each 300-bits
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 1. ACTGTTGTGATCC - TA  
 3. ACTGATGTGATTCAAA 
  
 2. ATCGTACATAATCAGT  
 4. ATCGTGAATAGCCTGT  

 1. ACTGTTGTGATCC - TA  
 5. ACTGAATGTATGAGTCA

1. ACTGTTGTGATCC - TA 
2. ATCGTACATAATCAGT  
3. ACTGATGTGATTCAAA  
4. ATCGTGAATAGCCTGT  
5. ACTGAATGTATGAGTCA   

1. ACTGTTGTGATCC - AA  
3. ACTGATGTGATTCAAA  
5. ACTGAATGTATTAACA 
  
2. ATCGTACATAATCAGT  
4. ATCGTGAATAGCCTGT 

ACTGATGTGATTCAAA  
ATCGTACATAATCAGT 

Noisy Reads Edit Similarity Join Clustering Consensus

Figure 3: Various steps in the consensus procedure.

is composed of 281 data bits and a 19-bit index that is
used to order the sequences. Each 300-bit sequence
is then passed to a constrained code that converts it
into an oligonucleotide sequence. We provide a practi-
cal overview of the constrained code here, deferring rig-
orous mathematical definition to future work. The con-
strained code is essentially a finite state machine that
views each oligo as a sequence of short symbols that
are concatenated together. In our current configuration,
the constrained code breaks up each 300-bit sequence
into a series of ten 30-bit integers. Each 30-bit integer
is fed as input to a deterministic finite state machine
that takes as input the previous 16-nucleotide sequence,
and a set of constraints (homopolymer repeat, GC ratio,
etecetera) that each symbol must meet and produces a
valid 16-nucleotide sequence corresponding to the 30-
bits as output. Thus, each 300-bit sequence is encoded
as concatenation of ten such symbols, eachwith a length
of 16 nucleotides, leading to an oligo that is 160 nu-
cleotides long. We would like to explicitly point out here
that the length of an oligo is a configurable parameter.
Thus, while we use 160 nucleotides in our current sys-
tem due to favorable pricing provided by our synthesis
provider, our encoder can generate shorter or longer
oligos if necessary, and automatically adjust various as-
pects (like the 19-bit index and 281-bit data size) based
on desired oligo length.

2. Read Path

To retrieve back the SIARD archive, the DNA is se-
quenced in order to retrieve back the nucleotide se-
quence of oligos. As mentioned before, sequencing pro-
duces noisy copies of the original oligos, which are re-
ferred to as reads. In order to infer the original oligos
from the reads, we use a consensus procedure. Con-
cretely, we structure this process as sequence of three
algorithms, as depicted in Figure 3. First, we identify all
pairs of strings that are similar to each other. As mod-
ern sequencers produce hundreds of millions of reads,
this first task is an extremely computationally intensive.
Thus, we have developed an efficient similarity join algo-
rithm[14] that exploits the fact that reads correspond-
ing to the same original oligo are “close” to each other
despite some errors, and “far” from the reads related
to other oligos, due to randomization during encoding.
The results obtained from the join algorithm are then
used to quickly identify clusters of strings that are sim-

ilar to each other. Each cluster thus groups all reads
belonging the same oligo. Finally, we apply a position-
wise consensus procedure that uses multiple reads to
infer the original oligo in each cluster. The inferred oli-
gos are then passed to the decoder which reverses the
steps shown in Figure 2. The constrained code is first
used to convert each 160nt oligo back into 300 bit se-
quences. The index stored in each 300 bits is used to
reassemble bits back in the correct order. The LDPC de-
coder is then used to recover back data even if some bits
were wrongly decoded, or some bits were zeroed out as
corresponding oligos weremissing. The decoded data is
then derandomized to obtain a stream of bits that cor-
responds to the SIARD zip file.

IV. Evaluation

At this stage of our collaboration, we have assem-
bled the entire pipeline. We are in the process of car-
rying out a real-life, large-scale synthesis and simulation
experiments. As we do not have results from real ex-
periments yet, we will provide a preliminary, simulation-
driven evaluation in this section. The raw SIARD archive
that is fed as input to our pipeline is 12.9MB in size.
With redundancy added by LDPC, the resulting binary
data to be stored on DNA is 14.19MB in size. We en-
code the SIARD archive generating 404,863 oligos, each
with a length of 160 nucleotides. This corresponds to a
density of 1.837 bits-per-nucleotide. Using these origi-
nal oligos, we then generate five million reads by using
a short-read simulator3 tool, that adds random errors
such as insertion, substitution, and deletion in each read
to mimic the actions of an Illumina DNA sequencer. This
corresponds to an average coverage of 11×, meaning
that each oligo, on average is covered by 11 noisy copies.
Note that, while the average coverage is 11×, the overall
coverage typically follows a negative binomial distribu-
tion, with some oligos being covered hundreds of times,
and some being not covered at all. Using the consen-
sus procedure described earlier, we obtain the inferred
oligos using this simulated dataset. We then use the con-
strained code to convert these inferred oligos into 300-
bit sequences, and reassemble them in order based on
the 19-bit index. At this stage, we can have a situation
where an oligo is missing due to sequencing simulation
bias, or an oligo could not be converted back into 300-
bits by the deterministic finite state machine due to er-

3https://sourceforge.net/projects/bbmap/
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rors. In both cases, there will be a corresponding index
whose data bits cannot be recovered. We insert a se-
quence of zero bits for such indices and rely on the re-
dundancy added by LDPC to recover the missing data.

Table 1 shows statistics for the rebuilding process
of SIARD archive. The figures are obtained by compar-
ing the inferred oligo for a certain index with the corre-
sponding true oligo. We see that we are able to infer
404,727 oligos that correspond to 99.97% of the original
oligos perfectly without errors. In addition 128 oligos
were inferred with some errors, and 9 oligos were com-
pletely missing. Note that errors in an oligo does not im-
ply that the entire oligo is different from the original one
as they typically differ only in few nucleotides. For this
reason, we also report the difference between inferred
data and original in terms of number of bits. Despite
these errors, our decoder was able to recover back the
original archive completely due to error correction pro-
vided by the LDPC code.

#Original Oligos 404863
#Correctly Inferred Oligos 404726
#Incorrectly Inferred Oligos 128

#Missing Oligos 9
#Incorrect bits 8640

Table 1: Statistics for decoding of SIARD archive

V. Conclusion and Future Work

In this work, we provided an overview of the ongo-
ing collaboration between project OligoArchive and the
Danish National Archive in using DNA to preserve cul-
turally significant digital data. Building on prior work
on molecular information storage and digital preserva-
tion, we presented a holistic, end-to-end pipeline for pre-
serving both data and the meaning of data on DNA, and
tested the pipeline using simulation studies. There are
several avenues of future work we are pursuing. First,
as described earlier, we are in the process of carrying
out a large-scale experiment to validate our pipeline us-
ing real data. Second, we are investigating various op-
timizations to both encoding and consensus algorithms
to support alternate synthesis and sequencing technolo-
gies with potentially higher error rates. Finally, while we
addressed the question of preserving data in this work,
we left open the question of preserving the decoding al-
gorithm itself. Recent work has investigated the design
of nested universal emulators that can be used to pre-
serve and emulate such decoders using analog media
like film or archival paper[15]. Thus, we are investigat-
ingmethods to combine DNA-based digital data storage
with analog media-based decoding logic storage.
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