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Icons, Symbols, Logos and similar copyrighted material used
below belongs to the original authors.

The lectures are vendor neutral and usage of a particular tool
does hot imply recommendation or endorsement.

We are very grateful for the contributions from various
University’s departments, companies and our funding agencies.

In case of any oversights, please help us improve by raising the
issue via email to support@austrianopencloudcommunityorg
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Funding Agency: BMBWF + participating universities
Startk: 06,2020

End: 12,2024

Who should benefit: all Auskrian universities

Which parts are effected: research, teaching, ZID
Goal: create an Austrian Open Cloud Community
PI: self organized scrum team (formal TU Wien)
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Focus: Use Cases for the Austrian Open Cloud Communily

1) OpenScience with GeoSpace example (collaboration with IHU-APL)
a) Our version of Jupyter to make this Fossibl.e
b) How we designed a Kubernetes-based platform to runm this

2) Teaching Cloud Native, DevOps and Security
a) Hands On Collaborative Approach
b) Capture the flag /scavenger hunt type of gamified exams

3) Community Aspects: how you can get tnvolved
a) BluePrints and OpenSource
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We Look for answers to:

What technologies? How to connect them? How to make it secure?
How to share daba/users? How ko tnclude LMS? How bto federate everything? eke,
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&5 > —
s &
BluePrint Automation \' —@

k¥s

How can I share my program, data, algorithm?

Enable an interactive version of a research paper including data and
alqorithms, you could also allow people ko run. Make sure your resulks survive,
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y— Collaborative
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Research W MHD esearc
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Appltca‘tions

Enable cooperative devei.apmem& A research

develop a common code base in your research community and gain visibility,
bene{b& from a reproducible environment and interoperabiliby
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HPC code and resulks can be hard to “F»u,bii,sh" and “teach”

J uPV‘t er

e rA

- Intrusion Detection

E— = — e = = — — ‘

| e Highly optimized —> Hocrci Eo share binaries -» Eeprmiux:e. |

\
, @Syecé{ic dapemdencies -» hard to comyue/buiid Wh() ﬁ&\’@.S?

e Often decades of niche khnowledqge inside => hard to understand l

e Maintainers not incentivized for FAIR and OpensSource |

o Potrathers non e Jer ™ opencource ]
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& > C @ jupyter.caas-000f ity. ] a s arch_pokeballstud.. 0 % @ @ O © 2 © # 0@

— File Edit View Run Kernel Tabs Settings Help

In order to tackle the issue of portability of HPC code to enable
sharing, collaborating, reviewing and teaching, we present the idea of
cloud based OpenSciencelLabs. While not aiming at performing the
HPC calculations, these labs complement a research team’s toolbox,
by allowing to share pre-built code, initial condition data, results data e e i e 51
etc using a standard runtime, all in one bundle. R e

We assume there be mostly 6 areas of applicability:

# Python 3 (ipykemel) O

at as the import of the magnetospheric data with the added requirement of
ant to plot.

e Paper Companions: For readers to interact with plots and fig-
ures in a live interactive browser session 5.1
e Peer-Review: where the reviewer of a paper receives a ready-

Current density [uA/m?2]

to-run environment to verify test cases and algorithm integrity 5.2 2.1 Assumptions
° Benchmarking: repeatable automated testing of HPC codes 5.3 e Institutes will want to choose where to host the infrastructure
e Onboardine: the learnine-cur f an HPC deb for e Admins will want to minimize their maintenance efforts
g. casc the lea g-curve ot a codebase 10 e Cost must be calculated taking into account sustainability and a
new-joiners or external collaborators 5.4 digital sovereignty perspective!
. . e Researchers will want to focus on their differentiating research
e Summerschools: teaching the usage of a HPC codebase 5.5 content, not the underlying cloud technology
e Outreach: enable citizen science by pllbliShing ready-to-use e Users will be willing to sacrifice performance for convenience

(and use HPC clusters for actually performance relevant runs)
e Content of the labs (code and data) is public2
e No GDPR (and equivalent) protected data is needed from users

HPC code with fewer parameters than for scientists 5.6
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| P :I'upt/ter => open standards & web services
IM&@.’(‘LMC{Q. for interactive QOMPu‘ting across all programming lomguages
what s Jupyter?
Mpv <r :l'upyte,rLab => web-based interactive o(eye_lopme,nt environment
for notebooks, code, data science, scientific computing,
Qompu‘to(tional :)ouMQliSM, and machine le_o«m?m:,

000

T
o —

_ J UP‘{'ter
:I'upt/te_rHuB => mul‘ti-usej‘ version ( w

'Por“ QOmPomies, classrooms omo( research labs

For whom is Jupyter?
o classrooms, research labs and companies doing:
o data science, scientific computing,

e computational Journalism, machine learning, ete.

e EXECUTE, VISUALISE & SHARE code and dabka in a web-based environmenk

11
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- & 5 C @& jupyter.caas-0006.dev.austri i b Hhx RO 9208
~ File Edit View Run Kernel Tabs Settings Help

1+ c 2 Launcher

7 Jupyterhub Home Token  Admin constanze.roedig@tuwien.ac.at

Ea
Server Options
Filter files by name Q I p
o -/ o [20wle2/2] source/20wle2/2 o Python: 1 CPU core & 2GB RAM
You will have a Python Kernel installed.
= Name - Last Modified |E Notebook
(A Matrix Fac... goimutiiesiodo @ Multiscale Atmosphere-Geospace Environment (MAGE)
* JohnsHopkins Applied Physics Lab: Grid Agnostic MHD for Extended Research Applications
p Image MAGE Dev 12/14/22
Ressources 6 vCPU & 6G Memory v
Python 3
(ipykernel)

> This is a placeholder that comes from a DeployTime Library

R - placeholder that comes from a DeployTime Library
Console

Python 3
(ipykernel)

Other
V¥ @ O

Terminal Text File Markdown File Python File Show

o Publish AFFLL«C:QELOM
(image)
e Run on CPU/GPU/

MEM and DISK
depehdihg on qu,of:a

Simple 0 0 & Launcher 12

¢ Browser based

e Mulki—~user

/’ Assignments

/7
Assignments Course
Management
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SaaS
W{? PaaS

BluePrint Automation
IoaaS

DatalCenter Datalenter

What do we mean bv Open Science Labs?

Definibion: A distributed virtual runtime, where Infrastructure, Plabforms and Applications can be
eLasEicaLLj consumed ‘as a service', while the customer Prcvides the cowntent.

Key paradigm feakures: automation, standard APIs, self-service, shared ownership, community driven
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.
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.
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(_c; Openstack Nova lIronic [|VXLan Octavia Neutron [ Cinder Manila ||Glance ||Keystone|| Vault laC -t

% Building Physical Hardware Operating System

ER | |00 R

DataCenter | cooling Power Backbone| |Firewall Storage Compute Router] | Linux Config Monitoring

HPC Center

Figure 1. Layers and Components to run an OpenSciencelLab on HPC center premises. Users access their containerized HPC code via the web-browser wrapped
into a Jupyter-Extension and have access to visualization, data (via e.g. Globus), their compilers and their own pre-built code (orange). Each Research Group
self-manages their tenant (blue), which contains an opinionated kubernetes thus abstracting low-level IT components from the users. Each tenant is ephemeral
and of dynamic size. The cloud service provider (CSP) (red) is assumed to be Openstack for on-premises and provides unified access to virtualized infrastructure.
These three layers are managed, maintained and modified using DevSecOps practices and tooling (some of which use public cloud commodity services to easily
achieve multi-region redundancy). In the case of on-premises, the (green) layer depicts the usual data center, where the (red) cloud would form a sub-set of. The
green layer can be exchanged for a public cloud provider or a commercial hosting provider, if needed.



Profile: OpenSciencelab for HPC

| Name: Pokeball "1
| Classificakion: Research - Public
Release Dake: 2023

Version: vo.l

Canaries: JHU-APL, NCAR

| Description:
- Interactive ‘PaparComPamon with DOI, Por&abi.e, Links ko real data

Contains: GA M E R A

- Kuberue&as—Maximattj—Hardev\ed ruining :’)u,ijar Hub Grid Agnostic MHD for Extended Research Applications
- Custom compiled Python Image, 3D Rendering**
| - &lobus SDK and Mount Poinks

\

Requires:
- Access s pu,bi.i,c
| = Inkrusion Deteckion*x
Nf - Quota mownitoring, skrict Terms c:-af Service ewforr:emenﬁ

| ~ ™ _ _

*xplanned for Dete
“1 Nintendo: please dont sue us
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4 METHODS III: HPC APPLICATION INGESTION

The most important question for a Research Group, is how to make
their code fit for running in the OpenScienceLabs and thus enabling
its interactive usage.

Any HPC code, previously non-containerized, needs to undergo the
following steps to be made suitable for usage in an OpenScienceLab
while the exact efforts and steps depend on the usecase described in

' T [ Section 1:
uSe 000

(i) Identification of core runtime theoretically could be exotic,

L ]
= Jup l/‘l’e,r . in practice usually a Linux-x86, often debian
( Q (ii) Identification of primary development dependencies such

as language (e.g. Fortran90, ANSI C etc) , primary compiler (e.g. icc):

TN this is the typically given by the code-base plus the target execution

o :’o,, ) A P P h e Qt.l on Publ; environment. Very of.te‘n, resea.rch groups will have a clear and strong

S ) preference for a specific compiler.

(500 %, e (iii) Identification of primary scientific dependencies such as
bXX%S) Qc/‘ e HDF5, BLAS, MKL, OpenMP: these are mostly libaries that require
o qQ 0.% explicit re-compilation, wrapping and/or linking

Q‘ ‘ a" (iv) Identification of secondary dependencies and scientific
(

? o utilities such as python packages (scipy, numpy, astropy) that are

‘ typically used for pre- and post-processing
(v) Identification of primary runtime dependencies often a re-
E—— sult of compiling the development dependencies: all the stuff that
AO!M‘V\ needs to be linked properly, such that the code will execute (on a

given architecture)
(vi) Identification of parallelization tooling such MPI, MPICH
(vii) Public source code release containing only code elements
that are suitable for public sharing and containing nothing sensitive,

H OM &O to LL&bOrQ&Q OM QM H ?C t(} d@.? Se(z/(:tii())r]g::i;:;iable build process typically in form of a Makefile

or equivalent
(ix) Environment settings paths, variables and context settings

1. COV\&QE«“QT":Z& H?C coO d& F’T’O F’QT‘L‘:} required for a code to function out of the box. Examples are

OPEN_MPI_THREADS or ULIMIT

2 « CT’EQEE HNE‘. Lo\b CLMS &QT‘ $ &QS& E.v& (x) Test suite to prove the build was successful, e.g. make test

If the 10 steps above are well understood, writing a so-called

31 ?Mb’-éSh as T‘@.quifed OLV\d Qdd LV\EE‘”O\CE L\/Q COV\&EV\E Dockerfile is rather trivial as long as it does not require perfor-

mance optimization.
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: File Edit View Run Kernel Tabs Settings Help
= 1+ c [Z Launcher X | [A MaglonPlot.ipynb X |+
B+ XO B » m C » Code v #  Python 3 (ipykemel) O
| Filter files by name Q
o 8 / group_shares / jupyter_research_pokeball_student / Import Ionosphere data
.— Name - Last Modified Importing the ionospheric data from REMIX follow the same format as the import of the magnetospheric data with the added requirement of
B for_kareem a month ago specifying which hemisphere, e.g. NORTH or SOUTH, that you want to plot.
* 8 globusconnectpersonal-3.2.0 4 months ago
B8 hdf5_cheyenne_1 amonth ago mixFiles = fdir+"/%s.mix.h "%(ftag)
ion = remix.remix(mixFiles,nstep)
B8 hdf5_cheyenne_2 18 days ago ion.init_vars('NORTH')
8 pokeball_plots a month ago
B8 public_hdf5_test1 a month ago PIOt the ionospheric data
[ globusconnectpersonal-latest.tgz 3 months ago

o W] Untitled.ipynb a month ago The mix object includes extensive plotting routine that has the capability for numerous varibles with excellent choices for the color tables. It also

takes advantage of the mix objects ability to calculate dervied quanties, such as magnetic perturbations and electric fields. Unlike the
magnetosphere plotting routines it has option to take a gridspec object instead of an axes object. It also has the option be made an inset plot so that
it can be easily combined with a magnetosphere plot.

l [9]: ion.plot('current') Ay & P B

[—]

[9]: <matplotlib.axes._subplots.PolarAxesSubplot at 0x7f7b14368400>
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AND SERVICES E-commit—} @—trigger—)@—P H@
HPC-App i:g‘: ‘ i tuw/Test-App-3

Pemo Opev\ScE,ence

| Scan tUW/HPC -App-1
Feques] Sign Registy tuw/HPC-App-2
f trigger ;@
— Update
Release Custom
Resource
Choose your Image OA. pull
o HPC-App-1 jupyter %
o HPC-App-2 .v
& > C & jupyter.caas-0006.dev.austrianopencloudcommunity.org/hub/spawn —l /hub/spawn b % Roodo92o»00 :
Z Jupyterhub Home  Token  Admin Figure 7. Federated CI/CD: Process of a Research User pushing changes to constanze roedig@tuwienacat | ® Logout
Server Options Server Options
O Python: 1 CPU core & 2GB RAM O Python: 1 CPU core & 2GB RAM
You will have a Python Kernel installed. You will have a Python Kernel installed.
@®© Multiscale Atmosphere-Geospace Environment (MAGE) O Multiscale Atmosphere-Geospace Environment (MAGE)
JohnsHopkins Applied Physics Lab: Grid Agnostic MHD for Extended Research Applications JohnsHopkins Applied Physics Lab: Grid Agnostic MHD for Extended Research Applications
Image MAGE Dev 12/14/22 v Image MAGE Dev 12/14/22 v
Ressources 6 vCPU & 6G Memory v Ressources 2 vCPU & 2G Memory v
© This is a placeholder that comes from a DeployTime Library @ refs/head/feature/ionosphere testing new conductivity model
R - placeholder that comes from a DeployTime Library JohnsHopkins Applied Physics Lab: Grid Agnostic MHD for Extended Research Applications

Figure 8. Updating Custom Resource Definitions to share a pre-built model interactively with other researchers
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1 hour ago
s pokeball/clean v Files v  Filte Openpullrequests Branches
0 110
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G AustrianDatalab OpenScience i/ 2 0
Name Access level S& »
. QPS.
. . Write
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Recent Al Runs ) 10f 1 build passed v
= BB citemplates @ BuildPokebal code
The build succeeded - 1 hour ago
Recently run pipelines B cmake
Id - - -
=2 2.Build Pipeline triggers
- BB oamples
Pipeline
a Fubim&&uoh of the
BuildPokeball #20230111.1 - feat: include h5web jupyterlab extension to view h5web files .
f [ build ¢ Individual Cl for @ £ pokeball/clean new Ly l&gﬁ’.
Analysis Build < Jobsinrun #20230111.1 ¥ Kubectl Apply . . .
OpenScienceCaas-RemoteCRD 3‘ ‘DQFLOj ?LPQ{LMQ &T’LSSQ"S
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Deploy CrdJupyter Starting: Kubectl Apply th makes Eke Mew
v ° CRDupdate 9 : Command line
v Q DeployToCluste 4s o s Descrl‘iption Run a command line script using Bash on Linux and macOS and d Lmase QVQE.«LQbLe LM a
o Initialize job <Is Version 1 2.212.0 4
Initialize job <1s Author : Microsoft Corporation
—iob: https://docs.microsof /azure/devops/pipelines/tasks/utili
(® Pre-job: Download s... <1s ©  Pre-job: AzureKeyVault 1s CLMS &QT
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@ Download secrets: k... <1s ° eckout openseienc Is
) @ AzureKeyVault <1s /usr/bin/bash —-noprofile —-norc /home/ubuntu/_work/_temp/4dab77
@ CmdLine <1s you MUST specify the namespace in your manifests!
@ Login to Azure 1s profile.hub.austrianopensciencecloud.org/sectools-dev-1lcpu-2gram unchanged
° CmdLine2 2s profile.hub.austrianopensciencecloud.org/base-notebook-1cpu-2gram unchanged
@ Kubectl installer <1s profile.hub.austrianopensciencecloud.org/pokeball-notebook configured
Finalize Job <1s Finishing: Kubectl Apply




oo AUSTRIAN DATALAB APL Theory and Modeling / MHD and particles 0 Repository details v
AND SERVICES

Pemwo QPQV\S@;E,@\CQ

kalju Last updated
1 hour ago
s pokeball/clean v Files v  Filte Openpullrequests Branches
0 110
) ) Watchers Forks
G AustrianDatalab OpenScience i/ 2 0
Name Access level S& »
. QPS.
. . Write
P|pe||nes . analysis/notebooks/Tutorial
+ B oo . 1. Research User commiks
Recent Al Runs ) 10f 1 build passed v
= BB citemplates @ BuildPokebal code
The build succeeded - 1 hour ago
Recently run pipelines B cmake
Id - - -
=2 2.Build Pipeline triggers
- BB oamples
Pipeline
a Fubim&&uoh of the
BuildPokeball #20230111.1 - feat: include h5web jupyterlab extension to view h5web files .
f [ build ¢ Individual Cl for @ £ pokeball/clean new Ly l&gﬁ’.
Analysis Build < Jobsinrun #20230111.1 ¥ Kubectl Apply . . .
OpenScienceCaas-RemoteCRD 3‘ ‘DQFLOj ?LPQ{LMQ &T’LSSQ"S
| > @ Buildimage 23s
ing: bi 1 1 ¥
Deploy CrdJupyter Starting: Kubectl Apply th makes Eke Mew
v ° CRDupdate 9 : Command line
v Q DeployToCluste 4s o s Descrl‘iption Run a command line script using Bash on Linux and macOS and d Lmase QVQE.«LQbLe LM a
o Initialize job <Is Version 1 2.212.0 4
Initialize job <1s Author : Microsoft Corporation
—iob: https://docs.microsof /azure/devops/pipelines/tasks/utili
(® Pre-job: Download s... <1s ©  Pre-job: AzureKeyVault 1s CLMS &QT
Checkout ienc...
@ Download secrets: k... <1s ° eckout openseienc Is
) @ AzureKeyVault <1s /usr/bin/bash —-noprofile —-norc /home/ubuntu/_work/_temp/4dab77
@ CmdLine <1s you MUST specify the namespace in your manifests!
@ Login to Azure 1s profile.hub.austrianopensciencecloud.org/sectools-dev-1lcpu-2gram unchanged
° CmdLine2 2s profile.hub.austrianopensciencecloud.org/base-notebook-1cpu-2gram unchanged
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: File Edit View Run Kernel Tabs Settings Help

) 1+ C [Z Launcher X | [A] MaglonPlot.ipynb X |+
B+ X OB » m C » Code v #  Python 3 (ipykernel) O

‘ Filter files by name Q
o BB / group_shares / jupyter_research_pokeball_student / Import Ionosphere data
.— Name - Last Modified Importing the ionospheric data from REMIX follow the same format as the import of the magnetospheric data with the added requirement of
- B for_kareem a month ago specifying which hemisphere, e.g. NORTH or SOUTH, that you want to plot.

B8 globusconnectpersonal-3.2.0 4 months ago
* B8 hdf5_cheyenne_1 a month ago mixFiles = fdir+"/%s.mix.h5"%(ftag)

ion = remix.remix(mixFiles,nstep)

B8 hdf5_cheyenne_2 18 days ago ion.init_vars('NORTH"')

8 pokeball_plots a month ago

@8 public_hdf5_test1 a month ago Plot the ionospheric data

[ globusconnectpersonal-latest.tgz 3 months ago

o [W] Untitled.ipynb a month ago The mix object includes extensive plotting routine that has the capability for numerous varibles with excellent choices for the color tables. It also

takes advantage of the mix objects ability to calculate dervied quanties, such as magnetic perturbations and electric fields. Unlike the
magnetosphere plotting routines it has option to take a gridspec object instead of an axes object. It also has the option be made an inset plot so that
it can be easily combined with a magnetosphere plot.

a o7

l [9]: ion.plot('current') BNV & F B
[9]: <matplotlib.axes._subplots.PolarAxesSubplot at 0x7f7b14368400>
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To share a directory with other Globus users first create the directory on the NCAR filesystem you wish to share with other users. Via the Globus website use your bookmarks to navigate to the file
system you just created and then select the share option to create a new guest collection. The image below show how to share the directory /glade( )ExampIeShare asa

guest collection.
Panels [ 0O [

] File Manager

Collection = NCAR Campaign Storage

Path /glade( )

. Bookmarked

B select none up one folder refresh list %/ filter 0p view =<
NAME ~ LAST MODIFIED SIZE @ Share
( ) 12/8/2022, 04:14 PM > \ Transfer or Sync to...
F[jt New Folder
] @ ExampleShare 12/27/2022, 11:55 AM |
Rename
1/8/2020, 09:47 AM > Delete Selected

3/21/2022, 04:17 PM >

C )

Once you click share you will need to choose the option for creating a new guest collection and then you'll need to provide the required display name and meta data. If the data is related to a

publication you can provide the DOI in the information link available in view more fields option on the web page.

Once you create the collection you will have option to add permissions for sharing the data with other users. There are currently for levels of sharing, specific users, groups, all global users, and public.

The web site will then provide a link that you can use for sharing with other users.
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: File Edit View Run Kernel Tabs Settings Help

[Z Launcher

‘ Filter files by name Q

BB / group_shares | jupyter_research_pokeball_student /

Name - Last Modified

B for_kareem a month ago

B8 globusconnectpersonal-3.2.0 4 months ago

8 hdf5_cheyenne_1 a month ago
B hdf5_cheyenne_2 18 days ago
8 pokeball_plots a month ago
@8 public_hdf5_test1 a month ago

[ globusconnectpersonal-latest.tgz
o [W] Untitled.ipynb

3 months ago

a month ago

X | [A MaglonPlot.ipynb X |+

B+ X O » m C » Code v

Import lonosphere data

Demo OpensScience

# Python 3 (ipykernel) O

Importing the ionospheric data from REMIX follow the same format as the import of the magnetospheric data with the added requirement of

specifying which hemisphere, e.g. NORTH or SOUTH, that you want to plot.

mixFiles = fdir+"/%s.mix.h5"%(ftag)
ion = remix.remix(mixFiles,nstep)
ion.init_vars('NORTH')

Plot the ionospheric data

The mix object includes extensive plotting routine that has the capability for numerous varibles with excellent choices for the color tables. It also
takes advantage of the mix objects ability to calculate dervied quanties, such as magnetic perturbations and electric fields. Unlike the
magnetosphere plotting routines it has option to take a gridspec object instead of an axes object. It also has the option be made an inset plot so that

it can be easily combined with a magnetosphere plot.

ion.plot('current')
<matplotlib.axes._subplots.PolarAxesSubplot at 0x7f7b14368400>

12 min: -113.4
max: 111.8

1.5

1.0

- 0.5

18 06 - 0.0

-1.0

-1.5

Current density [uA/m?]

BNV & FE
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lev.austrianopensciencecloud.org/user/constanze.roedig@tuwien.ac.at/pokeball/lab/tree/myhome/croedig B Y @B oo

abs Settings Help

| have no name!@jupyter-c(X = +

See also "/home/jovyan/myhome/3000019/CMakeFiles/CMakeOutput.log”.

(intelpython-python3.9) :~/myhome/3000019$ cmake -DALLOW_INVALID COMPILERS=ON /app/.
fatal: detected dubious ownership in repository at '/app'

To add an exception for this directory, call:

git config --global --add safe.directory /app GAMERA
fatal: detected (.iubious CWIIIEIS}.lip in repository at '/app' Time = 1.30E+01 [sec]
To add an exception for this directory, call: ts = 600
git config --global --add safe.directory /app dt = 1.48E-01 [sec]
CMake Warning at cmake/compilers.cmake:61 (message): °
Setting default optimization to 02 to avoid certain Intel compiler bugs dt/dtO = 123.965%
Call stack (most recent call first): . C
CMakenists. tat:99 (inclade) Spent 0.0% of time waiting for Voltron
kZCs = 124.92 / 33.72 [MHD/TOT] (16 threads)
(Szontf:iguré'\tj.o: Sum“ari nze 2 dig-40tuwi 2 2eat: keball VOLTRON
ystem: Jjupyter-constanze-Zeroedig-: uwlen-zeac-Zeat--pokeba.
0S: Linux UuT = 2016-08-09 09:00:13
P : x86_64 i =
C;:;ii::f IiteI / 2021.6.0.20220226 tilt 10.881 [dEg]
/opt/hdf5_ifort/bin/h5fc CPCP = 4.577 5.992 [kv, N/S]
HDF5 W. : -
version T Sym-H = -7.217 [nT]
Build Type: Release BSDst -~ 8.526 [DT]
Base Flags: -fPIC -heap-arrays -free -implicitnone -gopenm
Build Flggs: -02 —aligﬁ arra§64byte —alzgg iez32byte c—lng—pch—div -fast-transcendentals -ipo dSMRs - 0.13 -0.07 0.03 -0.09 [nTI 12/18/00/06]
DPSDst ~ =-20.323 [nT]
Adding CHIMP module ... IMag Ingestion
EB IC f::.le ::.s /app/src/ch::.mp/ebICs/ebICstd.F90 D/P = 72.72% / 59.45%
TP IC file is /app/src/chimp/tpICs/tpICstd.F90
Adding executable project.x dt = 28.95 [S ]
:jg;gg executable glslgk‘l}.(x Spent 0.0% of time waiting.for Gamera
Adding executable slice.x Runnlng @ 7.142% of real-time
Adding executabl hop.x
Adding executable trace.x
Adding executable sctrack.x RCM
Addi tabl lcdb.
| Adaing executable wpicheck.x Max RC-P = 9.857 (RCM) / 9.745 (LIM) [nPa]
Afdlg%gime;aurff%eﬁdl'get gamnerio. x @ L/MLT = 4.007 180.975 [deg]
[ 98%] Built target gamera w/ D = 2.094 (RC) / 247.646 (PSPH) / 249.740 (LIM) [#/cc]
[ 99%] Building Fortran object src/voltron/CMakeFiles/voltlib.dir/voltapp.F90.0 w/ T = 29.416 [keV]
[ 99%] Max RC-D = 2.094 [#/cc]
[ 99%] Built target slice.x Max Tube = 39.322 465 [Re,pts]
[ 99%] Built target voltlib Channels: 160 / 160
Scanning dependencies of target voltron.x
[100%] Building Fortran object CMakeFiles/voltron.x.dir/src/drivers/voltronx.F90.0 cpsuueT2: Te0 \ TR0
[100%] .

[100%] Built target trace.x
[100%] Built target sctrack.x
[100%] Built target calcdb.x
[100%] Built target chimp
[100%] Built target voltron.x
[100%] Built target voltron
(intelpython-python3.9)
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Focus: Use Cases for the Austrian Open Cloud Community

1) OpenScience with GeoSpace example
a) Our version of Jupyter to malke Ehis possible
b) How we designed a Kubernetes-based pta&{arm to run this

2) Teaching Cloud Native, DevOps and Security
a) Hands On Collaborative Approach
b) Capture the flag /scavenger hunt type of gamified exams

Communi&v AsPe_tEs: how you can gebt volved

TECHNISCHE . / ‘\
universitat 7% niversitat MEDIZINISCHE
M UNVERSITAT ﬂ GI rla! W/_., ¥ innsbruck . wien nversewiey (GLLKU ) JNZU
] .'f'.ff‘..' o o T e o= NN/  JOHANNES KEPLER

IIIIIIIIIIIIII

o
s




oo AUSTRIAN DATALAB

AND SERVICES OPQMStiQV\CE Ni&k 3&&,?35@‘

Jupyter as Web Runtime with skrong Cowntrols

e We adapted Jupyter to include custom and strong security and access

restrictions which we can dynamically enforce

o Kubernetes Operator for quota/metwork/application access etc

User
,ef':\

©0o0

o
SN
% Jupyter
L
RRXN <

e login
2 e Azure Active Directory

Fubure Worle:

o Automated IAM for remote pipelines

Azure Active Direc‘tom/
TUW

> \/ ; e User management self-service
; S ¢ Exkensions such as 3D F{amderibxg/&?@

Azure Active D?re,c'ton/

wuU

26
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Whak

is kubernetes (k¥s)?

What is Kubernetes | kgs ?

¢ Orchesktrates containers
o Highly extensible and scalable

o web-based, multi-user,
interactive computing

environment

e across all Frogrammms

Llanguages

kubernetes

oo AUSTRIAN DATALAB
AND SERVICES

Cluster

Workload

Apps & Marketplace

@ Charts

Installed Apps
Repositories
Recent Operations

Service Discovery

Storage

Monitoring

Logging

More Resources

Jupyter VvHPC  Kubernetes

Charts

Rancher, jupyterhub

B
)
&)

Alerting Drivers

The manager for third-party
webhook receivers used in
Prometheus Alertmanager

Harvester CSI Driver

A Helm chart for Harvester CSI
driver

Monitoring

Collects several related Helm
charts, Grafana dashboards, and
Prometheus rules combined with...

Deploys on Windows

ADLS Enablement

v All Categories

CIS Benchmark

The cis-operator enables running
CIS benchmark security scans on a
kubernetes cluster

Istio

A basic Istio setup that installs with
the istioctl. Refer to
https://istio.io/latest/ for details.

OPA Gatekeeper

Modifies Open Policy Agent's
upstream gatekeeper chart that
provides policy-based control for...

Linux only

Only System Namespac

External IP Webho

Deploy the external-if
mitigate k8s CVE-202

Logging

Collects and filter logs
configurable CRDs. Pc
Banzai Cloud Logging

Dep!

Rancher Backups

Provides ability to bac
restore the Rancher a
running on any Kuber



oo AUSTRIAN DATALAB

% AR What’s special about cur k¥s?
1 .

% Jupyter @ F’@ ﬂ & m k
oY |- Registry 2

G @5 . globus  Compiler

3
e . o A woote | Adenity,
OX .. if%ii

local federated SSO custom /home
RBA
kubernetes PodSecurity storage integration proxy extensions directory C

Research Group

o Given the public audience of OpenScience, our clusters are built for “compromise”
o Short Life spans (of everything)

o Externalized storage capable of single and shared drives across many clusters

(seau.ri&:j still being further merovecl, currently supports only Fru,bii,c: daka)

¢ Designed for usabiti&j i Low=-cost, low-maintenance academic environment
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Oy Security is a crucial factor

In order to be “open”, we need:

1. Network=-seqreqation for each Lab
—> no-ohe cah “hide out” in a uni’s nfrastructure
2. To access dabta and share ik, but
— can hob use it ko “move across” Labs
3. Appiica&iov\ runkime is open
—> but “lower layers” are off-Limits

G Frst (penetration) tests show

| 1.Network of each Lab is E'ru,bj tsolaked

|

| 2.Labs usable for public and non-PI1 data

3.Breaking out of Jupyter Labs requires significant
| effort, skill, luck, time

$
Rack 1 Rack 2 Rack 3



m] Summary
. el Al Collaborative '

Q© U ,
Reseanrch @’ SFMHD Research QFQV\SCbéhﬁeLO\bS
Applica‘tioms

X L gm
X L] pa—
A el o finte m
% | jupyter - Jfunc) [
N’ : : | Registry e Institutes will want to choose where to host the infrastructure
@ ey PN ’ globus  Compiler

User

e Admins will want to minimize their maintenance efforts

e Cost must be calculated taking into account sustainability and a
digital sovereignty perspective'

e Researchers will want to focus on their differentiating research
content, not the underlying cloud technology

e Users will be willing to sacrifice performance for convenience

b
00000+0% =

local  federated  SSO custom /home
i . RBAC
kubernetes PodSecurity storage integration proxy extensions directory

Research Group

1= Compute Network Storage ||Image||Access|/Secrets |:<§§':$e @ (and use HPC clusters for actually performance relevant runs)

-g n — S p N Q e Content of the labs (code and data) is public2

§ — X 'Q{SJ' |_:| () Q? o H’ é e No GDPR (and equivalent) protected data is needed from users
8 OplenStaFk Nova Ironic ||VXLan Octavia Neutron Cinder Manila | [Glance |[Keystone|| Vault 1aC ﬂ

Building Physical Hardware Operating System (1) Self-service orientation and scalability: the application and

— ™ application automation is in clear ownership of the researchers,
ER ||l n

'Cooling Power Backbone| |Firewall Storage Compute Router| | Linux Config Monitorin _\Vherea§ the platform OwnerShlp 15 Wlth the a_d Tins. If automation
—eeeeees 1§ ' Well-implemented, researchers can self-service use a tenant of the
r@ platform without incurring maintenance effort on the admin side.
. q '7" (i1) Train the trainer programs: given that the research users are
g Ay only exposed to a very small subset of the platform complexity, we
("’) é{@ can train senior researchers and other tech-savvy users in a reasonable
YA

time to become trainers themselves

HPC Center
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Focus: Use Cases for the Austrian Open Cloud Community

1) OpensScience with GeoSpace example
a) Our version of Jupyter to make this possible
b) How we designed a Kuberhetes-based platform to run this

2) Teaching Cloud Native, DevOps and Security )
o) Hands On Collaborative Approach
b) Capture the flag /scavenger hunt type of gamified exams

Communi&v AsPe_tEs: how you can gebt volved
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Inter-university Graduate Teaching

Sumimer 2023

1. Fundamentals of cloud, security and DevOps

Stakus: atpka

Version: vo.l1

Release Dabte: Summer Term 2023 (01,03.2023)
Cawnaries: TUW, UIBK, WUx BOKU*

Goals:

—provide overview of current best practice, relevant (&M&L)-P&E&ths and theory
-provide free access to infrastructure to practice safely what it means to “fail fast”
- provide experience of cottabora&ivatv maintaining a live service

Challenges:
- Scalability, Leqal, Loqistics, Accreditation

TECHNISCHE : .
UNIVERSITAT B universitat W/ IKU
WIEN ' Innsbruck

sssssssss



Profile: Buildsystem

| Namwe: Bu&tdsvsiem

Classification: Teaching - Authenticated
Release Date: Q2 2023 (1.03.2023)
Version: vo.l

Canaries: TUW, UIBK, WU, BOKU

| Description: Cloud Native DevSecOps Tooling

|

Contains:

- ALl components one needs for a secure supply chain
- Reference application integration

| - Rootless versions of upstream applications

|

Requires:

- Qur reference app : Pac-Man as a Service
| - The core cluster profile for Harbor
“f -External APIs like qithub/slack/jira ekc

| _____ = , = — -
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O~ AND services Virtual Labs & CTF Like

Exanms

Applica‘tions

[o oo
[ S‘tude_n'ts
'\' ‘.:
5 :

%‘ ~/challenge
9

Teaching Lob

BluePrint k®s
O

artefacts
Penstack

DatalCenter

On demand cloud infrastructure provides:

Hosting various emulated or virtualized IT components

Examples: kubernetes inside a container (hosted on a full scale kubernetes)

Exams tn CTF style on ephemeral infrastructure



o : e .,
O~ AND services Virtual Labs & CTF Llike Exams

Automation Ide_n'mty Cow\w\unitc/ Plotform

Yo -]

ANSIBLE Qé ‘-
S
Tutorials Chat

Artefact
Re_gis'tﬁes

6/

000 [

Students
Contributors

~/ chal |e_nc,e,

O Nessus | G. b
Sec CHECK POINT OoPs 4
. openstack -

Exowm

Develop a fully functional mini service (as team)

Learn how cloud native works by working on a end 2 end open source™ cloud stack
Cover full cycle of relevant topics: collaboration, architecture patterns, licensing,
«feedbaak%oops, vulnerabilities, observability, SLAs, code of conduct, incident response

*k excap&ions may amot:j
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01000100
01001111
01001110
01010011
01001100
01000001
00100000
01000101
01010100
01001111
01001001
00100000

10010011
00100000

11000011

01000011
01010101
01100100
01100100
01110011
01100101
01110100

01100100

1

)101

1

110100 0
)10011 0

J00001 0010

0010
000! )1001 01001110
) 0010
0101 01110011 01110000

0100000 01010000
)1010100 01001111
)1000001 01010011
01010011 00100000
1111 01001100
01000100

001111

)11 11000011

10010011
)000 01010010 01000101

)001 01100100 01100101

10000 01100101 01110010

010 01110100 01100001

)0001 01100100 00100001
0001 01100100 01100101
)1100100 0110

)101 01110011 01110000

111

010010
01001101

01001101 01
01001001 01

01110011 ¢

01100101

1100 (
71001001 (
00100000 (¢

0010 (

1100 ¢

1110 ¢

111 ¢

0011 (
01001101 01(
01000011 01(

11

) 01000101 (

01110010 (
) 01100001 (
) 00100001 (
) 01100101

01110000
01110010
01100001

From scrakch

build a concept from £

00100000 01001110
01001101 01000001

)100000
000101
000011

) 00100001
) 01100101

01110011 01110000
01100101 01110010
01110100 01100001
01100100 00100001

trsk Friuaipi.e

ce 0.1 documentation Installation Get Started User Guide REST APl About

Jupyter Grader Se

Q Search the docs
The application consists of three main components.

e Grader Service provides REST endpoints to create, read, update,
assignments. It also integrates a git service from which lecturers d
collaborate on the assignment creation and store student submis:

* Grader Labextension implements a f

@) ros

-end view for students,

remote-node kube-apiserver

>
° = © » 10260 - Tcp 0O » 6443 @
4244 - TP
8 ‘: 10260 « TCP ° O » 4244 ] © - 4244 - Tcp
° = - © - 6443 © - 10250 - TcP
A a0 20
A >
-
- <
~ - - -
a -
- <
- e
e >
- -
e -
“ -
- -
1368 security events found
Sep 05,2022
Process profile rule violation by d "grep" on iner "adls-jupy I-trace-2794e242-2007-... [Container I Process

Host: k8s-agent-001
Container: [J] adls-jupyter 3 kubectl-trace-2794¢242-2007-4245-88f5-41da09651928.adIs-jupyter O kubecti-trace-2794e242-2007-4245-88f5-41da09651928-xmctk

2 weeks ago EEET process profile violation, not from its root process

Process Parent Path: Process Name: Process Path: Process Command:
Cluster Name: Group: nv.kubecthra

10.42.4.219

Process Parent Name:

rke2-coredns-rke2-coredn... rke2-coredns kube-system 63 -—

Besk

In “3ou,r sF:m*Eu.P" :

o

O » 9808

o

>

openstack-cinder-csi

Action:

Process Effective User:

ractise

L
a
>
4 o
¥ ]
b IRE
4
A“
> -
~
TCP Flags

solve a real Life problem

Collaborate in a (local) group
Work on "your startup service”

rke2-core

Q = 8181
© » 8080
© + 9153
© 53 ue

Timest
less th
less th

less th



Learning by failing (as a team)

1. Kev choices pe&&gog&tat approm:h

Groals:

*Frovida overview of current best practice, relevant (am&i)-pa&&erns and theor
- provide free access to nfrastructure to practice safely what it means to “fail

fast”
- provide experience of collaboratively maintaining a Live service

Desired oubcomes:

- Exposure to real-life Llike work situation (overabundance of “stack”)
- Reliance on “active creation/invention” rather than indoctrination
- Create a playful atmosphere



Hands-On Cloud Native
90hrs Lecture SoSe2023

Vv Teams

v Lectures Team

Stories

Theoretical
introduction

Exercise
persentation

Work on
exercises

Offsite work
and chat

Exam

Q.
+

March

Containers, Apps and CI
06/03 - 01/04 +

blackboard, demo or interview with
someone from the industry applying the
concept on a daily basis

the objectives are stated
the virtual lab setup explained

students work on the tasks in groups
Support from staff is avail
Community support is highly encouraged

A community chat and other community
tools will be available during the entire
semester

- Collaborative:
each “startup” open-sources their
fully functional application

- Individual:
play 3x 4 hr CTF that is graded by
writeup, not by flag submission

April May

Kubernetes, Helm and CD

17/04 - 12/05 + 15/05 - 16/06

beginning of each session

end of theory session

During the entire 4 hrs, this is fully up to the
students how they achieve their learning, just
like in agile: the “how” is up to every one

24/7

Presentation of Lessons Learnt = last week

last week of each block (CTF)

Identity, Governance and Testing

Y4 s=kencture
Qa o«
June

i L

lecturer an/or experts from the field
“default” lecture hall is Vienna
but guest locations are planned

lecturer, experts from the field

Students (in groups) : a startup is
formed to develop a service
This group should stay constant

students
staff will be avail on "best effort”

students

38
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Focus: Use Cases for the Austrian Open Cloud Community

1) OpensScience with GeoSpace example
a) Our version of Jupyter to make this possible
b) How we designed a Kubernetes-based pta&{arm to run this

2) Teaching Cloud Native, DevOps and Security
a) Hands On Collaborative Approach
(__b) Capture the flag /scavenger hunt bype of gamified exams )

Communi&v AsPe_tEs: how you can gebt volved
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o [ ] i [
O~ AND services Selection and Grading

Select top XX sum(flag)

FROM: *
GROUP BY: uni

python 3.713.813.913.10 npm NOHI0)

isclaimer: Grader Service is still in the early development stages.

If (uni i {TUW, UIBKY])
Then

enroll direct
Else

co-enroll @TUW

Entrance qualifier

Series of hands-on challenges: -Collaborative:

- operating system student group “startup” open-source

- network their fully functional (mini)application

- gik, scripfzéng and logic -Individual: Play a 4hr CTF



Profile: Exam

| Name: Exam

| Classification: Internal - Aubhenticated
Release Dake: TBD

Version: vo.l

Canartes: TBD

Descrip&f.aw Exam tools

‘

Comntains:

- Applications we need for hosting an exam

- Auxiliary: One Time Secrel, Minio , Harbor , gitlab
| - CTrorgexx

\

|
Qequirasz
- Identity Integration

=
| -

L — N

wxCollaboration with TUW Informatics, Security & Privacy
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O™ NDSERVICES &oal - open tommw\&j
@ s T uPyter Collaborative
(@2 T Research
Research MHD
Applica‘tions

Compu‘te

Platfo
Infrastructure Automation ” ™

Blue_Prin‘t

Datalenter

Establish a self supporting community

benefit and give back to the community, gain visibility, share your ideas and
resulks, qain new insights, use state ot the art technologies
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Auskrian (}PQM. Cloud CommumiEj

Starting 2023 we emphasize the communilty aspect of OpensScience and OpenSource
Thus, the project will work fully in the open
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<« > C @ dev.azure.com/AOCC/OpenSciencelLabs h v R o o @a 4
G Azure DevOps AOCC OpenSciencelabs Overview Summary L Search =
@ OpenScienceLabs -+
/-\N 0 S . L @ Public
Jec  OpenScience abs
E Overview
| f0 Summary
EH Dashboards About this project @ Liked 1 Va Project stats Per|
B wiki
Opinionated Cluster as a Service for academic usage of Containerized Science Applications Boards
E Boards Languages 5
E_l Work item fl
Repos oL Python created
Repos
e Pipelines Tags
HPC Jupyter K8s OpenScience OpenSource Openstack RKE2 Securi ty go 3 ¢
Pull requests
A Test Plans opened
E wiki / Austrian Open Cloud Community: OpenScienceLabs
F] Artifacts Pipelines
Contents
- Release 2022: Hardened Kubernetes for hosting user-su... 50%

« Why we provide OpenSciencelabs
- What it is -> Automation Templates

OpenSourcing the first “batch”

Over NewYear, we moade a Lot of our work pubiia. We are now working o

Documentation , (re) testing and working samples
Also: Automated overnight testing and other CSPs are in the works
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Priority: Working Examples

EH OpenSciencelLabs Team - Overview ~ * &

Q) AustrianDatal AB/pacman

@ 2 Open Issues
@ 4 Closed Issues
n 0 Pull Requests

© 5Releases
¥ 1 Forks

Q) AustrianDataL AB/jupyterhub

@ 0 Open Issues
@’ 1 Closed Issues

n 5 Pull Requests

© 0 Releases
? 0 Forks

) AustrianDatal AB/huborator

@ 1 Open Issues
@ 0 Closed Issues

n 0 Pull Requests

© 0 Releases
¥ 0 Forks

) AustrianDatalL AB/onetimesecret

@ 1 Open Issues
@’ 0 Closed Issues
n 0 Pull Requests
© 4 Releases

? 0 Forks

& O oLk

O Y Bs|eg262

Lj 0 bN|| Kedneaf2
@ 0 Clozeq [22ne
®\

Work assigned to

& E

w 4 Epic !J
ID State
40 New
28 ® Active
37 ® Active
38 ® Active
35 New
2 ® Active

To achieve portability, we want to emphasize
the ease of “setting ik up”.

We wish to Provi,cie sample and Fos&er-tkitci
content, maybe even Live-labs for admins

Also: individual marlzshops with other tnstitubes

Offer consulting Llike interactions with
nbkerested tnstitubtions

Sample Content & Consulting
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BluePrinks QQFOSZ kF:F:?s://dav.azure.aom/AOCC/OpaMScLenceLabs

Web FQSQ: https://webportal dev.austrianopencloudcommunity.org

Cko&: hEEps://JoLh.sLaclz.r:om/E/aor:c—Fu.bLic/skaredwinviﬁe/z&—lmqujsr\eﬁ—‘/qXMtni’G

EMO\&LI suggor&@a\us&rmv\o?enaioudcommum&tj.org

LinkedIN: uit ps://Linkedin.com/in/croediq

Public Demos: Wedmasday 3PM we@.wi,j

hEE ‘ps://f:u,w Leh.z.oom.us/J/ 9138627798 4?§?wd=cﬂ ?s‘/ WoOPOXNolLos t}UBULLz\/?Wm‘)vQTO‘)

Gebk i bouch
Give feedback
Learn with us :)


https://dev.azure.com/AOCC/OpenScienceLabs
https://webportal.dev.austrianopencloudcommunity.org
https://join.slack.com/t/aocc-public/shared_invite/zt-1mq6yjnet-YqXMln8GRLJReXxB_CY0dQ
mailto:support@austrianopencloudcommunity.org
https://tuwien.zoom.us/j/91356277954?pwd=cHpsYW9POXNoL05yU3JLLzVPWm9yQT09
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Public image-stack for all Users

o For UseCase I: a teaching lab in Jupyter

 Community contributions

e Take something from the image stack, add to LE/mch,fj existing images
o Focus on teaching, dont worry about underlying layers
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Public image-stack for all Users

tttttttttttttttt

o Users can create Merge Requests for SRRy
I ) Qv  Yestar 0 ¥ Fork 0
Project ID: 2713 (3

features, or adapt existing ones

-0-135 Commits ¥ 9 Branches ¢J 0Tags [J 471KBFiles [J 552.9 MB Storage

¢ Pipeline handles build, scanning - ey || et ke

update submodule head @ abdb7de2 | [
Weber, Thomas authored 21 hours ago

e Users can add tests for their code

© Admins verify contribution and can

Name Last commit Last update
. b . - . - B3 base-notebook add newline for testing 1 month ago
trigger pue Lishing to registries -
4 B2 grader-notebook update submodule head 21 hours ago
[ & B3 r-notebook Features/pipelinetest carina 1 month ago
SeCUure 'j measure
B3 test-notebook one more try 1 week ago

o Easy handling for users
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¢ Check the outcome —> helps to fix something, make modifications

Pipeline Needs Jobs 4 Tests 2  Security

Upstream Build-test Build Grype Trivy
Build-test-notebook ; : ~ : ~ ~ ; . ~
@ image-stack build-test U build .U grype -5 container_scanning X
> #117698
@ image_build_test Parent
Pipeline Needs Jobs 6 Tests 2 Security
Pipeline Needs Jobs 6 Tests 2 Security
Scan details Hide details < | build-test
Container Scanning 1 vulnerability & Download results v 2tests . Oerrors 50% success rate L
Dependency Scanning 0 vulnerabilities & Download results v
Tests
Severity Tool Hide dismissed Suit N Fil Stats Durati Detail
ite ame o s atus ctails
All severities v All tools v
test_sample test_basic2 ® 0.00ms View details
@] Severity Vulnerability. Identifier Tool
test_sample test_basic ® 1.00ms View details

CVE-2018-25032 in lib-1.2.11-r3
adisregistrysbx.azurecr.iofjupyter/test.

Container Scannins
CVE-2018-25032 B ‘O ® ‘

8f1d67
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