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Disclaimer and Copyright Note

Icons, Symbols, Logos and similar copyrighted material used 
below belongs to the original authors. 

The lectures are vendor neutral and usage of a particular tool 
does not imply recommendation or endorsement. 

We are very grateful for the contributions from various 
University’s departments, companies and our funding agencies. 

In case of any oversights, please help us improve by raising the 
issue via email to support@austrianopencloudcommunity.org  

mailto:support@austrianopencloudcommunity.org


Stats

Funding Agency: BMBWF + participating universities 

Start: 06.2020 

End: 12.2024 

Who should benefit: all Austrian universities 

Which parts are effected: research, teaching, ZID 

Goal: create an Austrian Open Cloud Community 

PI: self organized scrum team (formal TU Wien) 

Partners: 
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Agenda

Focus: Use Cases for the Austrian Open Cloud Community 

1) OpenScience with GeoSpace example (collaboration with JHU-APL) 
a) Our version of Jupyter to make this possible 
b) How we designed a Kubernetes-based platform to run this  

2) Teaching Cloud Native, DevOps and Security 
a) Hands On Collaborative Approach 
b) Capture the flag /scavenger hunt type of gamified exams 

3) Community Aspects: how you can get involved 
a) BluePrints and OpenSource 
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What technologies? How to connect them? How to make it secure? 
How to share data/users? How to include LMS? How to federate everything? etc.

We look for answers to:

Goal - converged cloud infrastructure



Enable an interactive version of a research paper including data and 
algorithms, you could also allow people to run. Make sure your results survive. 

How can I share my program, data, algorithm?

Goal - secure collaboration



develop a common code base in your research community and gain visibility, 
benefit from a reproducible environment and interoperability

Enable cooperative development in research

Goal - OpenScience & FAIR



•Highly optimized —> Hard to share binaries -> Reproduce 

• Specific dependencies -> hard to compile/build 

•Often decades of niche knowledge inside -> hard to understand 

•Maintainers not incentivized for FAIR and OpenSource

HPC code and results can be hard to “publish” and “teach”

Who cares?

Interactive High performance compute??? 

How to be FAIR



1) OpenScienceLabs for HPC



OpenScience with Jupyter
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Interlude:  
what is Jupyter?

•classrooms, research labs and companies doing: 

•data science, scientific computing, 

•computational journalism, machine learning, etc. 

• EXECUTE, VISUALISE & SHARE code and data in a web-based environment

For whom is Jupyter?



What is Jupyter? 
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•Browser based 

•Multi-user 

•Publish Application 

(image) 

•Run on CPU/GPU/

MEM and DISK 

depending on quota 



Definition: A distributed virtual runtime, where Infrastructure, Platforms and Applications can be 

elastically consumed `as a service`, while the customer provides the content. 

Key paradigm features: automation, standard APIs, self-service, shared ownership, community driven

What do we mean by Open Science Labs?



OpenScienceLab: what is it?



Profile: OpenScienceLab for HPC

Name: Pokeball ^1 
Classification: Research - Public 
Release Date: 2023 
Version: v0.1 
Canaries: JHU-APL, NCAR 

Description: 
- Interactive PaperCompanion with DOI, portable, links to real data 

Contains: 
- Kubernetes-Maximally-Hardened running Jupyter Hub 
- Custom compiled Python Image, 3D Rendering** 
- Globus SDK and Mount Points 

Requires: 
-Access is public 
- Intrusion Detection** 
-Quota monitoring, strict Terms of Service enforcement

**planned for beta  
^1 Nintendo: please don’t sue us  



1. Containerize HPC code properly 
2. Create the lab cluster & test it 
3. Publish as required and add interactive content

How to collaborate on an HPC code?

OpenScience- User Perspective



Demo OpenScience



Demo OpenScience



Demo OpenScience1

Steps:  

1. Research User commits 
code 

2. Build Pipeline triggers 
a publication of the 
new image  

3.Deploy Pipeline triggers 
and makes the new 
image available in a 
cluster
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Demo OpenScience



Demo OpenScience
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OpenScience with Jupyter
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•We adapted Jupyter to include custom and strong security and access 

restrictions which we can dynamically enforce 

•Kubernetes Operator for quota/network/application access etc

Jupyter as Web Runtime with strong Controls

Future Work: 

•Automated IAM for remote pipelines 

•User management self-service 

•Extensions such as 3D Rendering/GPU



What is kubernetes (k8s)?

•Orchestrates containers 

•Highly extensible and scalable 

•web-based, multi-user, 

interactive computing 

environment 

•across all programming 

languages

27

What is Kubernetes | k8s ?



What’s special about our k8s?

•Given the public audience of OpenScience, our clusters are built for “compromise” : 

• Short life spans (of everything) 

• Externalized storage capable of single and shared drives across many clusters  

(security still being further improved, currently supports only public data) 

• Designed for usability in low-cost, low-maintenance academic environment



1. Network-segregation for each Lab   
   —> no-one can “hide out” in a uni’s infrastructure 
2. To access data and share it, but 
   —> can not use it to “move across” Labs 
3. Application runtime is open  
   —> but “lower layers” are off-limits

In order to be “open”, we need:

Security is a crucial factor

First (penetration) tests show 

1.Network of each Lab is truly isolated 

2.Labs usable for public and non-PII data 

3.Breaking out of Jupyter Labs requires significant 
effort, skill, luck, time



Summary

OpenScienceLabs

HPC Teams 
Get in touch
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1. Fundamentals of cloud, security and DevOps 

Status: alpha 
Version: v0.1 
Release Date: Summer Term 2023 (01.03.2023) 
Canaries: TUW, UIBK, WU*, BOKU* 

Goals: 
- provide overview of current best practice, relevant (anti)-patterns and theory 
- provide free access to infrastructure to practice safely what it means to “fail fast” 
- provide experience of collaboratively maintaining a live service  

Challenges: 
- Scalability, Legal, Logistics, Accreditation

Inter-university Graduate Teaching 

Summer 2023



Profile: Buildsystem

Name: Buildsystem 
Classification: Teaching - Authenticated 
Release Date: Q2 2023 (1.03.2023)  
Version: v0.1 
Canaries: TUW, UIBK, WU, BOKU 

Description: Cloud Native DevSecOps Tooling 

Contains: 
- All components one needs for a secure supply chain 
- Reference application integration 
- Rootless versions of upstream applications 

Requires: 
-Our reference app : Pac-Man as a Service 
-The core cluster profile for Harbor 
-External APIs like github/slack/jira etc



Hosting various emulated or virtualized IT components 
Examples: kubernetes inside a container (hosted on a full scale kubernetes) 
            Exams in CTF style on ephemeral infrastructure 

On demand cloud infrastructure provides:

Virtual Labs & CTF like Exams 



Learn how cloud native works by working on a end 2 end open source** cloud stack 
Cover full cycle of relevant topics: collaboration, architecture patterns, licensing, 

feedback-loops, vulnerabilities, observability, SLAs, code of conduct, incident response 
            

Virtual Labs & CTF like Exams 

Develop a fully functional mini service (as team)

** exceptions may apply



build a concept from first principle 

From scratch

Pedagogical Approach

Best practise
In “your startup” : solve a real life problem  

Collaborate in a (local) group  
Work on “your startup service”

8 hrs
 per

 week



1. Key choices in pedagogical approach  

Goals: 
- provide overview of current best practice, relevant (anti)-patterns and theory 
- provide free access to infrastructure to practice safely what it means to “fail 
fast” 

- provide experience of collaboratively maintaining a live service  

Desired outcomes: 
- Exposure to real-life like work situation (overabundance of “stack”) 
-  Reliance on “active creation/invention” rather than indoctrination 
-  Create a playful atmosphere

Learning by failing (as a team)
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What? Details/Content Time Who?

Theoretical 
introduction

blackboard, demo or interview with 
someone from the industry applying the 
concept on a daily basis

beginning of each session
lecturer an/or experts from the field 
“default” lecture hall is Vienna 
but guest locations are planned

Exercise 
persentation

the objectives are stated  
the virtual lab setup explained end of theory session lecturer, experts from the field

Work on 
exercises

students work on the tasks in groups 
Support from staff is avail 
Community support is highly encouraged

During the entire 4 hrs, this is fully up to the 
students how they achieve their learning, just 
like in agile: the “how” is up to every one

Students (in groups) : a startup is 
formed to develop a service 
This group should stay constant

Offsite work 
and chat

A community chat and other community 
tools will be available during the entire 
semester

24/7 students 
staff will be avail on "best effort”

Exam

- Collaborative:  
each “startup” open-sources their 
fully functional application  

- Individual:  
       play 3x 4 hr CTF that is graded by 

writeup, not by flag submission

Presentation of  Lessons Learnt = last week 

last week of each block (CTF)
students

Structure
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Series of hands-on challenges: 
- operating system 
- network 
- git, scripting and logic

Entrance qualifier

Selection and Grading

-Collaborative:  
student group “startup” open-source 
their fully functional (mini)application  

-Individual: Play a 4hr CTF

Select top XX sum(flag) 

FROM: * 
GROUP BY: uni 

If (uni in {TUW, UIBK}) 
Then 
  enroll direct 
Else 
  co-enroll @TUW 

Exam



Profile: Exam

Name: Exam 
Classification: Internal - Authenticated 
Release Date: TBD 
Version: v0.1 
Canaries: TBD 

Description: Exam tools 

Contains: 
- Applications we need for hosting an exam 
-Auxiliary: One Time Secret, Minio , Harbor , gitlab  
-CTForge** 

Requires: 
- Identity Integration 
- .. 
- ..

**Collaboration with TUW Informatics, Security & Privacy



benefit and give back to the community, gain visibility, share your ideas and 
results, gain new insights, use state of the art technologies

Establish a self supporting community

Goal - open community



Austrian Open Cloud Community
Starting 2023 we emphasize the community aspect of OpenScience and OpenSource 
Thus, the project will work fully in the open 



Over NewYear, we made a lot of our work public. We are now working on  
Documentation , (re) testing and working samples 
Also: Automated overnight testing and other CSPs are in the works

OpenSourcing the first “batch”

BluePrints now OpenSourced



To achieve portability, we want to emphasize 
the ease of “setting it up”. 

We wish to provide sample and poster-child 
content, maybe even live-labs for admins 

Also: individual workshops with other institutes 

Offer consulting like interactions with 
interested institutions

Sample Content & Consulting

Priority: Working Examples



Get in touch 
Give feedback 

 Learn with us :)

RLJReXxB_CY0dQ

BluePrints Repos: https://dev.azure.com/AOCC/OpenScienceLabs  

Webpage: https://webportal.dev.austrianopencloudcommunity.org  

Chat: https://join.slack.com/t/aocc-public/shared_invite/zt-1mq6yjnet-YqXMln8G 

Email: support@austrianopencloudcommunity.org  

LinkedIN: https://linkedin.com/in/croedig

Public Demos: Wednesday 3PM weekly 
https://tuwien.zoom.us/j/91356277954?pwd=cHpsYW9POXNoL05yU3JLLzVPWm9yQT09 

https://dev.azure.com/AOCC/OpenScienceLabs
https://webportal.dev.austrianopencloudcommunity.org
https://join.slack.com/t/aocc-public/shared_invite/zt-1mq6yjnet-YqXMln8GRLJReXxB_CY0dQ
mailto:support@austrianopencloudcommunity.org
https://tuwien.zoom.us/j/91356277954?pwd=cHpsYW9POXNoL05yU3JLLzVPWm9yQT09


Build System | Enablement
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•For UseCase I: a teaching lab in Jupyter 

•Community contributions 

•Take something from the image stack, add to it/modify existing images 

•Focus on teaching, don’t worry about underlying layers 

Public image-stack for all Users



Build System | Enablement
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•Users can create Merge Requests for 

features, or adapt existing ones 

•Pipeline handles build, scanning 

•Users can add tests for their code 

•Admins verify contribution and can 

trigger publishing to registries - 

security measure 

•Easy handling for users

Public image-stack for all Users



Build System | Enablement
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•Check the outcome —> helps to fix something, make modifications

Pipeline Output


