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Abstract

Unlike Newton’s theory of gravitation, Einstein’s theory of general relativity predicts that
Earth’s gravitational field induces phase shifts not only in massive particles but also in
single photons. Whereas gravitationally induced interference in massive particles has been
demonstrated multiple times, experiments have yet to reach the sensitivities required to
measure the analogous effect on light. While the GRAVITES project aims to demonstrate
this effect in an optical fiber interferometer in the coming years, rigorous theoretical models
of such experiments are still lacking.

Despite the fact that quantum field theory in curved space-times is a fully developed
theoretical framework, previous descriptions of such effects of gravity on single photons have
relied mainly on hybrid models combining the theory of quantum optics in flat space-time
with semi-classical models of light propagation in curved space-times. This thesis develops a
comprehensive theory of quantum optics in curved space-times, superseding these simplified
models, and demonstrates its capability of modeling experiments on gravitational effects in
single-photon interferometry.

Specifically, this thesis introduces a set of gauge-fixed Maxwell equations modeling
light propagation in dielectrics that are located in an arbitrarily curved space-time. For
stationary gravitational fields, a Gupta—Bleuler quantization scheme, based on these
equations, is developed using the algebraic formulation of quantum field theory. Explicit
solutions to the field equations are then obtained for arbitrarily curved step-index optical
fibers in arbitrary stationary gravitational fields using a perturbative multiscale method.
The combination of these results yields a consistent description of the interference of single
photons and pairs of entangled photons in non-inertial systems that takes into account, in
particular, the rotation and gravity of Earth.

Whereas previous work on this subject was limited to weak gravity and a small class of
optical fiber geometries, the model developed here applies to arbitrarily strong gravitational
fields and allows for arbitrary fiber geometries. The GRAVITES experiment is planned to
test the predictions made here, thus performing the first test of quantum field theory in

curved space-times on the laboratory scale.






Zusammenfassung

Im Gegensatz zur Newtonschen Gravitationstheorie sagt Einsteins allgemeine Relativi-
tatstheorie vorher, dass das Schwerefeld der Erde nicht nur Phasenschiibe in massiven
Teilchen, sondern auch in Photonen hervorruft. Gravitative Phasenschiibe in der Interferenz
massiver Teilchen wurden bereits mehrfach nachgewiesen, doch haben Experimente bisher
nicht die nétige Empfindlichkeit erreicht, um den entsprechenden Einfluss auf Licht zu
messen. Wahrend das GRAVITES-Projekt plant, diesen Effekt in den kommenden Jahren mit
optischen Faserinterferometern nachzuweisen, sind rigorose theoretische Modelle solcher
Experimente nach wie vor ausstandig.

Obwohl die Quantenfeldtheorie in krummen Raumzeiten vollstindig entwickelt ist,
wurde der Einfluss des Gravitationsfeldes auf einzelne Photonen bisher meist mit Hybrid-
modellen beschrieben, die den Formalismus der Quantenoptik in der flachen Raumzeit mit
semiklassischen Modellen fiir Lichtausbreitung in krummen Raumzeiten kombinieren. In
dieser Arbeit wird anstelle vereinfachter Modelle eine umfassende Theorie der Quantenoptik
in krummen Raumzeiten entwickelt und ihre Fahigkeit demonstriert, Experimente zum
Nachweis von gravitativen Effekten in der Interferenz einzelner Photonen zu modellieren.

Konkret werden in dieser Arbeit eichfixierte Maxwell-Gleichungen aufgestellt, wel-
che die Lichtausbreitung in Dielektrika modellieren, die sich in beliebig gekriimmten
Raumzeiten befinden. Fiir stationdre Gravitationsfelder wird mithilfe dieser Gleichungen
ein Gupta—Bleuler-Quantisierungsschema entwickelt, das auf der algebraischen Formulie-
rung der Quantenfeldtheorie beruht. Anschliefend werden mit einer stérungstheoretischen
Mehrskalenmethode explizite Lésungen der Feldgleichungen fiir beliebig gekriimmte op-
tische Stufenindexfasern in beliebigen stationidren Gravitationsfeldern ermittelt. Aus der
Kombination dieser Ergebnisse ergibt sich eine konsistente Beschreibung der Interferenz
einzelner Photonen und verschriankter Photonenpaare in Nicht-Inertialsystemen unter
Beriicksichtigung der Rotation und Gravitation der Erde.

Wiéhrend bisherige Arbeiten zu diesem Thema auf schwache Gravitationsfelder und
eine geringe Anzahl an Fasergeometrien beschriankt war, ist das hier entwickelte Modell
auch bei starken Gravitationsfeldern giiltig und l4sst gleichzeitig beliebige Fasergeometrien
zu. Das GRAVITES-Experiment soll die hier getdtigten Vorhersagen iiberpriifen und damit
den ersten Labortest der Quantenfeldtheorie in krummen Raumzeiten durchfiihren.
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Chapter 1

Introduction

This thesis is concerned with the formulation of a theory of gravitational quantum optics.
More specifically, it extends the standard theory of quantum optics to include effects of
gravity, as described by the general theory of relativity, using methods of quantum field
theory in curved space-times, with the specific aim of providing a comprehensive model of
future experiments on the influence of gravity on single photons.

Both the theory of general relativity and quantum theory provide well-established
frameworks for describing experiments at large and small scales, respectively. However,
experimental tests of their interplay are still lacking: to date, no experiment has been
realized that requires for the theoretical explanation of its observations both general
relativity and quantum theory in the sense of not being otherwise explicable using either a
model based on quantum mechanics in a Newtonian gravitational field or classical physics
in curved space-time [1-5].

Even though some experimental tests of general relativity used quantum systems in their
measurement schemes and experiments on gravitational effects in quantum systems can be
explained by theories of quantum physics in curved space-times, the hitherto-conducted
experiments are generally not regarded as directly testing the interplay of quantum theory
and general relativity [2; 6; 7].

On the one hand, classical tests of general relativity, in particular those concerned with
the gravitational redshift, commonly used quantum-mechanical effects in their measurement
or detection schemes. However, the systems being measured did not exhibit quantum
phenomena without which the experimental result would be inexplicable [2]. For example,
the Pound—Rebka experiment measured the gravitational redshift of y-rays emitted in the
process of radioactive decay of 57Co to >"Fe [8] and relied on the Méssbauer effect to obtain
recoil-free emission and absorption of the photons whose redshift was being measured
[9; 10]. Despite making use of such quantum-mechanical processes, the Pound—Rebka
experiment is not considered a test of the interface of quantum physics and general relativity
since the primary observable, the redshift occurring in the emission and absorption of
electromagnetic radiation at different altitudes, does not require quantum-mechanical

properties of the electromagnetic field for its explanation. Similarly, large-scale experiments
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Chapter 1. Introduction

on the gravitational redshift using either the Gravity Probe A satellite [11-13] or Galileo
satellites on elliptical orbits [14] relied on optical clocks as frequency standards but did
not demonstrate quantum interference that is sensitive to the gravitational redshift [2,
Sect. 5.1].

On the other hand, experiments have demonstrated gravitationally induced phase
shifts in the quantum interference of massive particles. The first experiment of this
kind was carried out by Colella, Overhauser, and Werner, and demonstrated a phase
shift imprinted by Earth’s gravitational field on single neutrons as they traversed a
Mach—Zehnder interferometer that could be rotated as to vary the height difference, and
thus the difference in gravitational potential, between its two interferometer arms [15].
Whereas this experiment and its many successors, see, e.g., Ref. [16] and references therein,
demonstrate signatures of quantum physics and gravity simultaneously, the gravitational
aspects of these experiments do not require general relativity for their explanation. Even
though these experiments can be explained in the framework of general relativity or, more
generally, by metric theories of gravity in the weak-field regime, they can also be explained
using the Schrédinger equation for non-relativistic particles, coupled to a Newtonian
gravitational potential [2; 17; 18]. For this reason, they are generally not regarded as
experiments testing the interplay of quantum theory and general relativity either.

This state of affairs has inspired searches for new experimental setups that could directly
test the interplay of quantum theory and general relativity. Different mechanisms that could
shed light on this issue have been identified: (i) gravitationally induced phase shifts in single-
photon or multi-photon interferometry [19-22], (ii) gravitationally induced decoherence in
quantum interferometry [23; 24|, and (iii) gravitationally mediated entanglement of massive
particles [25; 26]. Experiments of type (i) provide an advantage over the aforementioned
interference experiments of massive particles since the fact that photons are massless rules
out any Newtonian model of such experiments [27, p. 60]. Moreover, using multi-photon
states that exhibit non-classical detection statistics, one can construct setups where both
general relativity and quantum theory are necessary to explain the expected interference
signals. Whereas the quantum aspect of such experiments mainly consists of effects arising
from the deviation of quantum statistics from classical statistics, experiments of type
(ii) could provide further insights into the interplay of gravity and quantum physics by
testing how the dynamics of external degrees of freedom of a particle influence the rate
of evolution in its internal degrees of freedom. Furthermore, experiments of type (iii) on
gravitationally mediated entanglement could provide information about possible quantum
theories of gravity [28-30].

At the time of writing, only experiments of type (i), i.e., photon interferometry in
which the interferometric phase shift is induced by Earth’s gravitational field, appear
to be feasible with present-day technology [4; 7; 19; 31]. The GRAVITES project at the
University of Vienna aims to realize such an experiment. Feasibility studies of alternative
experimental setups with similar aims can be found in Refs. [32-34].

A schematic drawing of the GRAVITES setup is shown in Fig. 1.1. The basic scheme is as
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Figure 1.1: Schematic drawing of gravitationally induced interference of path-entangled
two-photon states in a Mach—Zehnder interferometer. The insets in the Gaussian wave
packets indicate the photon occupation numbers: two indistinguishable photons are sent
into the two inputs of the first beam splitter (a) where the Hong—Ou—-Mandel effect leads
to the generation of an entangled two-photon state (b). This state acquires twice the
single-photon phase shift, thus producing non-classical output probabilities at the second
beam splitter (c).

follows: by sending two indistinguishable photons into separate input ports of a symmetric
beam-splitter (a), the Hong-Ou—Mandel effect causes photons to “bunch,” i.e., the two
photons always exit the beam-splitter at identical output ports. This means that both
photons either enter the lower interferometer arm or both enter the upper arm, but never
is any interferometer arm occupied by a single photon (b). The difference in gravitational
potentials between the two interferometer arms then induces a phase shift on the photons,
and, as a calculation shows, the relative phase shift in the two-photon state is twice as large
as that for a single-photon state or classical light rays (c). At the second beam splitter,
the output probabilities of the photons depend on the quantum phase shift accumulated in

the interferometer.

The interference pattern obtained by measuring these output probabilities for various
values of the height difference between the two interferometer arms then demonstrates
signatures of general relativity and quantum physics simultaneously: the general-relativistic
aspect is that metric theories of gravity predict an influence of Earth’s gravitational
field on light that is absent in Newtonian gravity, and the quantum-mechanical aspect
is that the expected fringe frequency of two-photon states is twice as large as that for
classical light. For comparison: an analogous experiment involving non-relativistic massive
particles would be explicable using quantum mechanics coupled to Newtonian gravity, and
if one were to perform an analogous experiment with single photons instead of pairs of
entangled photons, then the output statistics at the second beam splitter would follow a
pattern indistinguishable from that corresponding to the intensities of classical light pulses

propagating through the interferometer.
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1.1 Previous Theoretical Models

So far, experimental proposals on gravitational photon interferometry were analyzed using
a variety of models that can be distinguished by their description of light propagation
(ray optics, scalar optics, or wave optics) and their description of quantum properties of
light (classical theory, semi-classical theory, or quantum field theory), cf. Table 1.1. All
such models are restricted to weak gravitational fields and are thus based on perturbative

schemes.

Classical theory  Semi-classical theory Quantum field theory

Ray optics Refs. [20; 35-37] Refs. [2; 21; 38; 39]  Ref. [5]

Scalar optics Refs. [22; 40-45]
Wave optics Ref. [46]
Fiber optics  Refs. [47; 48] Ref. [4] Ref. [49]

Table 1.1: Overview of theoretical models of gravitational effects in the interferometry of
light, all of which are restricted to linearized gravity.

Ray-Optics Models In ray-optics models, gravitational effects on light propagation are
studied using methods of geometrical optics [2; 5; 20; 21; 35-39]. As such models describe
the influence of gravity on classical light rays, further considerations are necessary to infer
the effect of gravity on single photons. Despite identifying light rays with world-lines of
photons, Refs. [20; 35-37] did not embed their results into a quantum-theoretical framework,
as can be seen, e.g., by noting that none of the referenced papers give explicit formulas
for photon detection probabilities. The connection between classical and quantum phase
shifts was studied in more detail in Refs. [2; 21; 38; 39]. These articles, however, relied
on semi-classical models in which the quantum-mechanical aspects of photon interference
were described in a framework closely resembling that of quantum mechanics or quantum
optics in flat space-time: Contrary to studies based on quantum field theory in curved
space-time (discussed below), these models did not relate the inner products of quantum
states to relativistic products of classical solutions in curved space-time manifolds. Instead,
the models can be regarded as ad-hoc modifications of quantum optics in flat space-time
to incorporate gravitational phase shifts. Such ad-hoc corrections to non-gravitational
theories are, however, insufficient for providing logically consistent theoretical models as
they generally cannot ensure the corrections to be complete and independent in the sense
of Ref. [50], which criticized analogous modifications of the non-relativistic Schrédinger
equation for massive particles to account for relativistic effects. Similar criticism of
describing the gravitational redshift on light by introducing ad-hoc corrections into non-
relativistic equations, such as ascribing an “effective gravitational mass” to photons, as
was done, i.a., in Refs. [2; 27, Sect. 5.3|, was raised in Ref. [51]. A more consistent method
of using ray-optics results in the framework of quantum field theory in curved space-times
was developed in Ref. [5] by extending the optical phases along single light rays to eikonal
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1.1. Previous Theoretical Models

functions of approximately plane waves. The resulting theory can be regarded as a high-
frequency limit of scalar-optics models, which are discussed below. Although presenting a
more rigorous quantization scheme, the analysis in Ref. [5] is not fully consistent as the
mathematical model developed there is applied to light propagation in optical fibers despite
being based on the massless Klein—-Gordon equation that describes wave propagation in

free space.

Scalar-Optics Models Models of quantum interferometry in Earth’s gravitational field
that are based on the principles of quantum field theory in curved space-times were developed
in Refs. [22; 40-45]. These articles, however, did not quantize the full electromagnetic
field but rather considered a massless scalar field to simplify the model. In particular, all
aforementioned papers except for Ref. [22] studied the massless Klein—Gordon equation
and were thus limited to describing light propagation in vacuo. Ref. [22], on the other hand,
allowed for light propagation in dielectric materials, such as optical fibers, by formulating
a wave equation based on Gordon’s optical metric [52]. However, all such models fall
short of accurately describing future experiments on gravitational photon interferometry
since the scalar field equation is insufficient for describing optical fiber modes even in flat
space-time. Instead, consistent descriptions of fiber optics in a gravitational field must

take the tensorial character of the electromagnetic field into account.

Wave-Optics Models Compared to models based on ray optics or scalar optics, wave-
optics descriptions of light propagation in external gravitational fields are based on Maxwell’s
equations in curved space-times. As the latter constitute tensorial partial differential
equations, their analysis is more involved than that of ray-optics or scalar-optics models.
The first analysis of Maxwell’s equations for optical fibers in a weak gravitational field
was provided in Ref. [47], where the gravitationally induced phase shift was inferred from
the wave equation satisfied by the longitudinal component of the electric and magnetic
fields. This result was later confirmed by a more comprehensive analysis that computed all
components of the electromagnetic field in such fibers [48]. However, both these papers
restricted the discussion to classical considerations and did not consider quantum properties
of the electromagnetic field. The results of Ref. [48] were used in Ref. [4, Chap. 9] to model
the GRAVITES experiment at the single-photon level using the formalism of quantum optics
in flat space-time with the gravitational phase shift inserted where found appropriate.
Such methods, however, are subject to the same criticism as the semi-classical ray-optics
models discussed above. The necessity of describing gravitational photon interferometry
experiments using models based, instead, on quantization schemes for Maxwell’s equations
in curved space-times was recognized in Ref. [46]. However, the model developed there
is limited to electromagnetic plane waves in free space and is thus not applicable to fiber
optics. A quantum theory of electromagnetic fiber modes in weak gravitational fields
was developed by the present author in Ref. [49]. However, whereas ray-optics models

allow for light propagation along arbitrary spatial trajectories (which can be realized by

5



Chapter 1. Introduction

sending light through arbitrarily bent optical fibers), the wave-optics models in Ref. [49]
and Ref. [48] are limited to straight optical fibers at a constant gravitational potential or
specially aligned fiber spools, respectively. This limits the applicability of such models
to concrete experimental setups as the fiber geometries used there do not fall within this

limited class.

1.2 This Work

To overcome the aforementioned shortcomings of previous theoretical models for photon
interferometry in external gravitational fields, this thesis develops a comprehensive model
of gravitational quantum optics that is based on the general framework of quantum field
theory in curved space-times. Specifically, this model describes gravitational effects on
light propagation in optical fibers and thus applies to current experimental proposals for
demonstrating gravitationally induced phase shifts in photon interferometry, which rely
on such waveguides to achieve sufficiently long interaction times of light with Earth’s
gravitational field.

The main two results of this thesis are the following: First, a general quantization
scheme for the electromagnetic field is developed that takes into account both dielectric
properties of optical fibers (in particular, allowing for discontinuous refractive indices
in order to model commonly used step-index fibers) and external gravitational fields
(which are assumed to be stationary). Second, a perturbative scheme for solving the field
equations of this theory is developed that allows for a complete and systematic description
of gravitational effects in fiber optics. This leads to an explicit formula for the optical
phase shifts caused by the gravitational redshift and the Sagnac effect, which is valid for
arbitrarily bent optical fibers in arbitrary stationary gravitational fields. Additionally, a
transport law for the polarization of light in such fibers is derived. This leads to concrete
predictions for future experiments on gravitational photon interferometry. Contrary to
previous work on this subject, the present methods are not limited to weak gravitational
fields. Instead, the main results apply to arbitrary stationary gravitational fields.

The results of this thesis thus improve upon previous theoretical models of gravitational

photon experiments in the following aspects:

o The field equations considered here account both for dielectric media (with potentially
discontinuous permeability and permittivity functions) and arbitrary gravitational

fields that need not be weak, nor satisfy Einstein’s field equations.

e The quantization scheme developed here applies to all strictly stationary configura-
tions, i.e., to space-times admitting a time-like Killing vector field and dielectrics
whose four-velocity is proportional to that Killing field and whose electromagnetic
properties do not change in time. In particular, the scheme is not restricted to static

configurations where the Killing vector field is hypersurface-orthogonal.



1.3. Outline

e As the quantization scheme used here is based on the algebraic approach to quantum
field theory, it does not require the computation of the full spectrum of the field
equations, as was the case in previous models that used formal mode expansions of

quantum field operators.

o Finally, the model developed here directly applies to future experiments on fiber optics
in Earth’s gravitational field at the single-photon level without relying on heuristics
to relate phase shifts computed from ray-optics or scalar-wave optics to those arising
from Maxwell’s equations, or ad-hoc insertions of gravitational correction terms into

the formalism of quantum optics in flat space-time.

1.3 Outline

Chapter 2 describes the general framework of metric theories of gravity with emphasis on
the description of Earth’s gravitational field in earthbound coordinate systems.

Chapter 3 introduces classical formulations of optics in curved space-time, based both
on geometrical optics and wave optics. The latter subject is described both at the level
of field strengths and at the level of the electromagnetic potential. As the time evolution
of the potential is not fully determined by Maxwell’s equations, gauge-fixed equations
are needed to describe the propagation of light in this framework. Here, this is done
using a new generalization of the Lorenz gauge to linear isotropic dielectrics that provides
consistent equations even for discontinuous refractive indices (which arise, for example, in
step-index optical fibers).

A quantization scheme of these gauge-fixed equations is described in Chapter 4. This
scheme is formulated within the framework of algebraic quantum field theory and based on
the Gupta—Bleuler quantization method. In this way, one obtains a quantum theory of
electromagnetic radiation that applies to general linear isotropic dielectrics (in particular,
optical fibers) and general stationary gravitational fields without relying on approximation
methods.

Explicit perturbative solutions to the gauge-fixed field equations for optical fibers in
a gravitational field are derived in Chapter 5. The perturbative scheme is based on the
multiple-scales method and applies whenever the characteristic length scales of the fiber
bending and the external gravitational field far exceed the wavelength of light propagating
inside the fiber. For physically plausible setups, this assumption constitutes no significant
restriction to the range of applicability of the perturbative solution derived here.

Chapter 6 combines the results of the previous sections to provide a consistent description
of photon interferometry in non-inertial systems. This yields explicit predictions for single-
photon and multi-photon interferometry that is sensitive to Earth’s rotation (Sagnac effect)
and its gravitational field (gravitational redshift).

Chapter 7 concludes with a summary of the main results and an outlook on open
questions in the context of this work.
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Chapter 2

Gravitation

To model gravitational effects on light propagation, one is required to formulate a model
of the gravitational field. This chapter describes the basic tools needed for that purpose
within the framework of metric theories of gravity, where the gravitational field is described
in the language of space-time geometry. As experiments are commonly interpreted in a
language that treats space and time as separate concepts, Sections 2.2 and 2.3 describe the
relations between space-time geometry (as a whole) and geometric aspects of space and
time (considered separately). Section 2.4 describes concrete models for the gravitational
field, based on Einstein’s field equations and the parameterized post-Newtonian formalism.
Finally, Sections 2.5 and 2.6 discuss the concrete form of the metric tensor in such models
when expressed in coordinates adapted to laboratories on Earth’s surface, as will be

considered in later chapters.

2.1 Metric Theories of Gravitation

Since the development of Einstein’s theory of gravity, the gravitational field is modeled by
a Lorentzian metric )g,,,, on a four-dimensional manifold .#. A motivation for modeling
gravity using metric theories, starting from Einstein’s equivalence principle, can be found,
e.g., in Ref. [563, Sect. 2.2].

Any such space-time metric (4)g#,, gives rise to various derived mathematical quantities,
such as the Levi-Civita covariant derivative (4)Vu’ the Riemann curvature tensor “R",,,,

the Ricci curvature tensor R, = “R? ., and the Ricci curvature scalar R = “R",.

oV
These quantities are essential to the matl;lematical study of gravitational fields.

The gravitational aspects of matter are described by a stress-energy-momentum tensor
TH” that is required to be symmetric, T#” = T"#, and divergence-free, 'V, T+ = 0. The
precise details of the tensor T*" depend on the matter model under consideration. For the
present purposes, however, no concrete matter model is needed, as only general properties
of TH will be used.

The paradigmatic example of this kind of gravitational theory is Einstein’s theory of

9



Chapter 2. Gravitation

general relativity, in which (4)9;w is assumed to satisfy Einstein’s field equation

4 14)p 4
()R;ux_ §( R ( )g,w+A“

9w =811, , (2.1)

where A is the cosmological constant. In the following, this equation will not be assumed.
Even though Einstein’s field equations are experimentally well tested, one might search for
deviations from general relativity. A well-established method for doing so is to consider a
wide-range class of gravitational theories, parameterized by a set of constants, that includes
general relativity as a special case. Experiments can then produce bounds on the possible
range of these parameters and thus quantify the “goodness of fit” of general relativity, or its
alternatives, to experimental observations. Such a scheme is provided by the parameterized
post-Newtonian formalism, which is described in Section 2.4.4 after the introduction of

some mathematical notions.

2.2 Geometry of Space

Spacelike hypersurfaces provide a theoretical model for describing the geometry of “space
at an instant of time” within the four-dimensional geometry of space-time. This section
considers the general case of space being immersed in space-time. The more common case

of space-time being foliated by embedded hypersurfaces is considered in the next section.

Immersed Submanifolds One of the most general ways in which a three-dimensional
manifold .¥ may “lie within” a four-dimensional manifold .# (which is here taken to be

the space-time manifold) is via an immersion
v S = M, (2.2)

i.e., a smooth map whose differential is everywhere injective [54, Chap. 4]. One of the
main objects of interest in the study of immersions is the description of how the tangent
bundle T.¥ can be regarded as “being contained” in T.#. To examine this, one defines
the pull-back [55, Def. 5.3; 56, Sect. 5.1.7] of the tangent bundle T.# along the immersion
L as

S(TA) ={(p,v") € & x TM | (p) = m(v")}, (2.3)

where 7 : T.# — ./ is the canonical projection of .#’s tangent bundle. As the differential
dv: T — T« is everywhere injective, it defines a soldering

0:T.7 - i*(T.) Olp() = (0, 0%, ), (24)
where 6, is the solder form
6" = (du)".. (2.5)
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2.2. Geometry of Space

Here and henceforward, Greek indices u, v, p, etc., pertain to T.#, whereas Latin indices
i, §, k, etc., pertain to T.#. A vector v* of T.# thus corresponds to a unique vector
v# = ¢ v" in o*(T.#). In this sense, T.¥ can be regarded as a sub-bundle of *(T.#):

T.7 ~ {(p,v") € *(T4) | v* € im(6",|p)} . (2.6)

Complementary to the tangential vectors, ¢*(T.#) also contains normal vectors. Gen-

erally, one can define the normal bundle N.& as
N = (T#)/6(TY), (2.7)

where the quotient is taken point-wise, i.e., for p € .’ the fiber N,.% is given by the
quotient vector space ty(T.#)/6(Tp.7) [57, Sect. 15.6]. This gives rise to the short exact

sequence
05T 5 (T.) S NS >0, (2.8)

where q : *(T.#) — N. is the canonical projection, mapping vectors to their equivalence
classes. If the immersion of .¥ in .# is non-degenerate with respect to the Lorentzian
metric (4)gm,, one can construct a Gauss map using which this short exact sequence can be

split.

Gauss Map For spacelike hypersurfaces, which will be considered throughout the
remainder of this chapter, the sequence (2.8) splits in a canonical way (a similar statement
applies to timelike hypersurfaces). This is readily seen using the notion of a Gauss map:
As immersions are local embeddings [54, Theorem 4.12], there exists a local co-normal
field I,, i.e., a section of the pull-back of .#’s cotangent bundle, :*(T*#), such that for
all p € .7 it holds that

ker(T, |,) = im(6%,) . (2.9)

The assumption that .% is spacelike within .# is equivalent to the condition that I, is
timelike, so that I', can be normalized to

@Wg D, T, = —1. (2.10)

Such a (local) unit co-normal, which is henceforward referred to as a Gauss map, is unique

up to an overall sign. The metrically equivalent vector field is the unit normal
Ik = @gwp (2.11)

11



Chapter 2. Gravitation

which has the same sign ambiguity as the unit co-normal. The Gauss map I',, gives rise to

the orthogonal projections
Pt =604+THT, Qt,=-I*r,, (2.12)
which project vectors in ¢*(T.#) onto their tangential and orthogonal parts, respectively.

Structure of the Normal Bundle Generally, the normal bundle N.% is defined as the
quotient given in Eq. (2.7), so its elements are equivalence classes of vectors of ¢*(T.#Z)
up to tangent vectors. The projection Q*, singles out representatives of these equivalence
classes: [v¥] has the representative Q",v* = —I'*I’,v”. In this way, the normal bundle
N.7 can be regarded as a sub-bundle of +*(T.#) whose fiber at p € .7 is given by the span
of I'M|,:

N7 ~ {(p,v") € J(TA) | v* < T*|p}. (2.13)

Structure of the Tangent Bundle The soldering ", constitutes a map from T.# into
*(T.#). Using the operator P',, however, one can also construct a map in the opposite
direction: The image of P¥, at a point p € . equals the kernel of r, |p, which further
equals the image of 6",|,. Since 6, is everywhere injective, it admits a left-inverse, which,

via composition with P¥,, gives rise to an “inverse soldering” map
¢, (TA)—> TS (2.14)
with the properties

6',6", =6, 0.0, = PH . (2.15)

v

Decomposition of ¢*(T.#) Using the notions described above, one finds that the short

exact sequence (2.8) splits as
0-TY >TYdNY - N -0, (2.16)

where @ denotes the Whitney sum (in fact, this splitting is orthogonal). This is accomplished
by the bundle isomorphisms

[ (Td) > TS ®NS f(p,o") = (6", 0%, [Q",0")) (2.17)
LT oNY = (T ) £ @ [wh]) = (p, 00" + Q¥ w”) . (2.18)

At this stage, it is useful to define some notation: Given a tangent vector v* € T.7,
let v* = 6* z-vi denote the corresponding vector in ¢*(T.#). Conversely, for a vector
wht € H(TA), let w' = Gi”w" denote the T.”-vector corresponding to the tangential

projection of w* to .. An analogous notation will be used for co-vectors and also for

12



2.2. Geometry of Space

tensors of arbitrary valence. In this way, one can identify tensors on . with those tensors

along ¢ all of whose contractions with I', and I'* vanish.

Induced Metric The space-time metric (g, on .# induces a metric on .# via the
pull-back: (3>gijviwj = g, v*w”. In the notation introduced above, one thus has the

equivalent descriptions
(S)Qij — (4)guyelti01/j , (S)Q;u/ — (4)9;)0 Ppﬂ PJV — (4)9#’/ + Fﬂ ['V , (2_19)

where, in the first equation, (3)gij is regarded as a tensor on . and, in the second equation,

®)g,,,, is regarded as a tensor along .

Induced Volume Form Similarly to the metric, the space-time volume form “e,,,,,

induces a volume form ®, ik O . via contraction with the unit normal:

B £ = 7 W gﬂigujoﬂk, 3k o = 7@

” (2.20)

7] ouvp ouvp *
Induced Connection Further, a Koszul connection, also referred to as a covariant
derivative, 'V, on .# induces a covariant derivative ®’V; on .7 via the following equation

(with the soldering made explicit):
OVl = 04,67,V (6", w") . (2.21)

Specifically, one can show that if 'V, is the Levi-Civita derivative of “)g,,,, then ®V; is
the Levi-Civita derivative of g, [58, Sect. 2.1; 59, p. 25 £.].

Extrinsic Curvature If tangent vectors v’ and w® of .7 are regarded as vectors in

*(T”), one can compare the expressions v” 'V, w# and v¥*V,wH with the result
VOVt = "V, w* + ' OK, v wP (2.22)
where ®K ,,, is the extrinsic curvature
OK,, = —"V.T, . (2.23)

The extrinsic curvature VK, is a symmetric tangential tensor [59, p. 24] that relates the
intrinsic derivative ®V to the extrinsic derivative ¥V and thus quantities to what extent
geodesic in . fail to be geodesics in .#.(1)

The extrinsic curvature ®K;;; also relates the “intrinsic” curvature tensor R, (derived

from the induced metric g;;) to certain projections of the “ambient” curvature tensor

(M As T, is hitherto defined up to an overall sign, so is K. However, the product I'* ¥K,,, is free
of this sign-ambiguity. This concept of a vector-valued extrinsic curvature is useful in the case of higher
co-dimensions.

13



Chapter 2. Gravitation

“WR derived from the metric )g,,,) via the Gauss equation [60, Theorem 8.5]

uvpo (
OR i + OKy OK; — VK, OK . = YR, (2.24)
and the Codazzi-Mainardi equation [60, Theorem 8.9]

OV OK,; — OV K, = T, R, (2.25)

2.3 Geometry of Space-Time

Generally, space-times do not admit any distinguished splitting into space and time. In fact,
some space-times do not even admit so-called time functions, as exemplified by the Godel
metric [61]. The existence of such splittings is closely related to the causal properties of the
space-time under consideration, see, e.g., Ref. [62] and references therein. The discussions
in this document are restricted to globally hyperbolic space-times, see, e.g., Refs. [63; 64;
65, Sect. 6.6] for definitions and discussions of basic properties, for which such splittings
do exist (although they are not unique).

Any globally hyperbolic space-time .# is diffeomorphic (but generally not isomeric) to

a product of the form
M=Rx S, (2.26)

where .7 is a three-dimensional manifold, such that (the images of) all surfaces {t} x .7,
where ¢t € R, are Cauchy surfaces in .# [64-66].

Such a diffeomorphism determines a time function ¢ acting on R x .7 as t(t,p) =t
(the level sets of which are Cauchy surfaces) as well as a timelike vector field X* that is
tangent to the curves ¢’ — (', p). One then has (dt), X* = 1.

Lapse and Shift For each ¢ € R, the diffeomorphism (2.26) defines an embedding
Ly« — M, so the spatial geometry at each instance of “time” ¢ can be described via the
methods of Section 2.2. Whereas the Gauss map I', for a generic embedding is unique up

to sign, a time orientation on .# singles out the future-pointing unit co-normal

F,u, = _C(dt)u ) (227)
and corresponding unit normal

= —¢%g(dt),, (2.28)

where ( is the lapse function [67, Sect. 4.3.1]

¢ = 1//=@gm(db),, (1), - (2.29)
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2.3. Geometry of Space-Time

The vector field X* can then be decomposed into its parts parallel and orthogonal to I'#

as
Xt =(r* 4 ¢+, (2.30)
where £* is the shift vector field [67, Sect. 5.2.2]
¢t = 54 + I“T,1X" . (2.31)

The first summand in Eq. (2.30), (I'*, is sometimes referred to as the normal evolution
vector [67, Sect. 4.3.2].

ADM-Form of the Metric Ifz!,z% z3 are (local) coordinates on .7, the diffeomorphism
(2.26) gives rise to local coordinates on .# with z° = ¢ being the time function whose level
sets are the Cauchy surfaces {t} x .. The foliation vector field X* then reduces to 9,
and a direct calculation yields the following results for the components of the space-time

metric “g,,,:

D00 = —¢* + (3)gij§i§j ) (2.32)
(4)90i =&, (2.33)
“9;; = V55, (2.34)

hence

Wg = —(¢* — ¥g;;£'¢’)dz"dz® + 2¢;d2"dz’ + g, ;dz’da’

o o (2.35)
= —(?dz’da® + Pg,; (da’ + £'da®)(da’ + ¢ da”).

The matrix representations of “g,,, and Yg*” are thus

by (IR g sy _ (-1 8/
‘ )g’“’):( 3 <3>gjij)’ ‘ ’9”>=(£Z~/C2 <3>gij—§i§j/<2>' (230

This method of decomposing g, is known as the ADM-decomposition, named after
Arnowitt, Deser, and Misner [68].

Landau-Lifshitz Metric The tensor field g,; is the metric induced by “g,,, on the
spatial slices of constant ¢, which are orthogonal to the vector field I'*. In general, this
metric does not coincide with the projection of (4)9#,, onto the subspaces orthogonal to the
vector field X*, which is given by

)

ww 9 — X, X, [(X,X7). (2.37)
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Chapter 2. Gravitation

This tensor describes the spatial geometry as seen by an observer at rest in the considered
coordinate system [69, § 84] and is commonly referred to as the Landau-Lifshitz metric or
radar metric [70; 71]. However, ¢ v cannot, in general, be regarded as a metric induced by
(4)gl“, on appropriately chosen spacelike hypersurfaces, as the vector field X* need not be

hypersurface-orthogonal.

Since £ ,w has a kernel (spanned by X*), it does not admit a proper inverse. However,

one can define a “spatial inverse” ¢/ via the conditions

X, =0, ere,, =6y — XHX, [(X,X?), (2.38)
which yields

Y = Dghv XHXY (X, XP). (2.39)

When expressed in local coordinates as described above, one obtains

b=14; dzda? (2.40)
with
eij = (4>Q¢j - (4>90i (4)90j/ <4)900 (2.41)
= (3>gij + §i§j/(c2 — .85,
and the spatial inverse takes the form
09 =gl — gigd /(2. (2.42)

For later reference, note that the components of both £, = “g,, — X, X, /(X,X*) and
Y = Wghv — XXV /(X ,XP) in matrix notation take the form

€, 6" j
0 0 e §/¢
_ vy — | B¢ _ .
(6 (0 ez)’ () ( 5 M) (243

2.4 Linearized Gravity

So far, the space-time metric g, was left unspecified. Starting from the nonlinear
Einstein field equations (described in Section 2.4.1) and their linearization (Section 2.4.2),
this section describes specific models for (4)9/41/ that describe Earth’s gravitational field
(Sections 2.4.3 and 2.4.4).
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2.4. Linearized Gravity

2.4.1 Einstein’s Field Equations

As described in Section 2.1, the field equations for the metric (4)gW in Einstein’s theory of

general relativity are given by
“R,, —3“R%,, +A%g, =8rT,, . (2.44)

As the Ricci curvature tensor (4)RW depends non-linearly on (4>gw,, the Einstein field
equations constitute a nonlinear system of partial differential equations for “’gm, with a
gauge symmetry arising from diffeomorphism invariance.

If gauge degrees of freedom are fixed appropriately, Eq. (2.44) implies evolution and
constraint equations for the geometry of spatial slices (which can be described using
the methods introduced in the preceding section). These equations are well known in
mathematical and numerical relativity [67; 72-74], but their explicit form is not relevant to
the present considerations. Instead, the next sections describe concrete space-time metrics
(modeling weak gravitational fields), as well as adapted coordinate systems, the choice of

which determines the induced metric “)g;;, lapse ¢, and shift ¢;.

2.4.2 Linearized Einstein Equations

The present work is mostly concerned with weak gravitational fields with A = 0. One
method of describing such configurations is to consider a metric tensor (4)9;“/ that, in
appropriate coordinates, is close to the Minkowski metric 7,,,. Formally, this is described

by a perturbative scheme based on the ansatz

“9 = Ny + P s (2.45)
where h,, is regarded as a small perturbation on the order of a perturbation parameter
€ < 1. The form of the metric perturbation A, can be constrained by an appropriate choice
of coordinates (gauge condition). Requiring the coordinates z* to satisfy the massless
scalar wave equation [z* = 0 (harmonic gauge) leads (at first order in €) to the gauge

condition
*(h,, — 3hn,,) =0, (2.46)

where 0# = n*9,,, and h = n*”h,,,, is the trace of the metric perturbation with respect to
the unperturbed metric. In such a coordinate system, the Ricci tensor of space-time takes

the form
“R,, = —30h,, + O(é%), (2.47)

where U = 7?0,0, is the d’Alembertian of the unperturbed metric. Defining the trace-

reverse of a tensor X, as X w =X — %nw, n”°X ., the linearized Einstein field equations

B po
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Chapter 2. Gravitation

with A = 0 can be written as

Oh,, = —167T,, , (2.48)

or equivalently

Ohy, = —167T,, . (2.49)

These equations serve as the basis of the description of post-Newtonian gravitational fields.

2.4.3 Post-Newtonian Gravitation

The stress-energy-momentum tensor 7, can generally be decomposed according to
T = 1, T = pt | T = g% | (2.50)

where indices of T}, were raised using the contravariant Minkowski metric n*”. Here, u is
the mass density (or energy density), p* is the momentum density, and o is the stress
tensor. The relative orders of magnitude involved in this problem can be read from the
conversion between SI units and the geometric units used throughout this document (to

two significant digits):

lg/cm3 =74x107°m™2,
1(g/cm®)(km/s) = 2.5 x 107 m™2,
1GPa =83x1073¢m2,

In practical applications,® stresses yield negligibly small contributions to T,, and the
mass density p exceeds the pressure density p, by multiple orders of magnitude. Neglecting
the gravitational field produced by p’ and ¢ leads to the Newtonian approximation,
whereas the post-Newtonian approximation considered here takes contributions from the
momentum density p’ into account, but neglects contributions from the stress tensor ¢/
[75, §39.7].

The stress-energy-momentum tensor in the post-Newtonian (PN) approximation is thus

given by
(?(I)\I =, (;)iN = =D, EI;N =0, (2'51)

with 4 and p,; denoting the mass and momentum density, respectively. The components of

3 1

() Earth’s average density is about 5gcm™2, its equatorial speed due to rotation is about 0.5kms™?, and
the pressure at Earth’s core is on the order of 360 GPa. One thus has the order-of-magnitude estimates
pr4dx107m 2, pa3x1073m 2, and 0 & 3 x 10733 m=2,
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2.4. Linearized Gravity

the trace-reversed tensor then reduce to
Too = 3 To' = —pi, TN = 1us,;. (2.52)

For time-independent gravitational fields, the d’Alembertian O in Eq. (2.49) reduces to

the Laplacian A. Using the corresponding Green’s function, one then finds

w(y) 3
= 2/ d’y, 2.53a
V=2 el (2.532)
hEN (z) = 26;; / ) g, 2.53b
(@) =205 | -y (2.53b)
W) = —4 [P _gs 2.53
01 $)—— ”.’L’—y“ Y, ( C)

which, in the notation of Section 2.3, corresponds to the following results for the lapse ¢,

shift §;, and spatial metric ®g, ;i

e E —yn (2542
g [P g3 2.54b
) T —yu v, (2.540)

(3) PN
9i; (= [1+2/ o= ] (2.54c¢)

Multipole Expansion In the far-field region of an isolated mass distribution, the
gravitational field can be approximated using a multipole expansion. In the center-of-mass

coordinate system, the leading-order terms are given by

Iz (—y?yH ddy = M +0(r7?), (2.55)
Pi(y) LTIk + 03, (2.56)

lz—y]© Y 2035

where r is the distance from the center of mass, M is the system’s total mass, and J*
its total angular momentum [75, §19.1; 76, Sect. 4.7]. The effect of the mass M is thus
to curve the spatial metric (S)gij, and to alter the flow of time via the lapse function (,
whereas the angular momentum J; causes a non-zero shift vector field &; (a phenomenon

known as frame-dragging).

The formulas presented in this section serve as the basic description of Earth’s gravita-
tional field, but the metric given here is expressed in asymptotically flat coordinates that
do not necessarily coincide with those adapted to a laboratory on Earth. The transition
to such coordinates is described in Section 2.5 below, after the more general family of

parameterized post-Newtonian metrics is introduced in Section 2.4.4.
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2.4.4 Parameterized Post-Newtonian Formalism

In the weak-field limit, general relativity leads to the post-Newtonian (PN) metrics described
above. The parameterized post-Newtonian (PPN) formalism [53] provides a deformation
of the PN metrics via a set of PPN parameters. Experimental tests of gravity can then
constrain these PPN parameters to a range consistent with experimental observations.
A bound on the deviation of the PPN parameters from the values predicted by general
relativity (GR) can then be regarded as an assessment of the goodness-of-fit of general
relativity, whereas a statistically significant deviation from the GR values would correspond

to a deviation from Einstein’s theory of gravity.

Expansion Parameter The PPN formalism is a perturbative scheme for weak gravity
and thus describes perturbations of the Minkowski metric. This scheme is based on
one perturbation parameter, here denoted by eppy, for which the following estimates are
assumed [53, Sect. 4.1.2]:

the Newtonian gravitational potential ¢ is of order O(eppy),

typical velocities of gravitating masses are of order O(sll,{,i),

the internal pressure per unit mass of gravitating bodies is of order O(eppy),

the internal energy per unit mass of gravitating bodies is of order O(gppy).-

PPN Metric In the “standard PPN gauge,” the PPN metric [53, Sect. 4.2.2] is given by

(g {1 + 20 4+ O(e%,y) } dt?
- {[4 (1 + Yopn) + apen]V; + O(si{,i)} dz'dt (2.57)
+{(1 = 27eon)3; + OleRpy) } daida?

where ¢ is the gravitational potential

/ wy) 3y (2.58)
|z — yII
with p denoting the mass density, and V, is the vector field
n(y) 3
Vi(z) = | ———=d%, (2.59)
’ |z —yll

where p, is the momentum density of matter. Up to a constant (which depends on

conventions) V; coincides with the “gravito-magnetic potential,” see, e.g., Ref. [77]. Hence,
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the lapse ¢, shift &;, and spatial metric (3)gij in the standard PPN gauge are

C™ = 14 4 3201+ o) + S PIVIP + O, (2.60a)
TN = —[2(1 4 yeen) + %aPPN]‘/; + O(sgéi) ) (2.60b)
(3)gZPN = (1 + 2vepnp)d;; + O(tpn) - (2.60c)

The PPN parameter yppy thus describes the strength of spatial curvature induced by the
mass density u, and the strength of frame-dragging caused by the momentum density p,.
The parameter appy describes potential further contributions to frame-dragging that are

uncorrelated with the spatial curvature.

In general relativity, one has
")’Slle =1, aSII}N =0, (2.61)

so deviations of the PPN parameters from these reference values describe deviations from
Einstein’s theory of gravity. The current experimental bound on 7ppy is derived from the
Cassini-Huygens space mission: yppy — 1 = (2.1 £2.3) x 107°, and observations of the
white-dwarf binary system PSR J1738+0333 constrain appy to |appx| < 4 x 1075 [78; 79].

The PPN formalism can be extended beyond the regime of linearized gravity [79], but

for the present considerations, the level of accuracy of Eq. (2.57) suffices.

2.5 Fermi Coordinates

This section introduces the notions of Fermi—Walker transport and Fermi coordinates.
These concepts will serve as a tool for constructing coordinate systems adapted to a
laboratory in curved space-time, such as a laboratory on Earth’s surface. Such coordinates
were first introduced by Fermi in Ref. [80], where the space-time metric components near
an arbitrary timelike curve were computed to leading order in the distance away from the
curve, at which order no curvature terms arise. Higher-order corrections, which include
such curvature terms, were computed by Manasse and Misner for non-rotating spatial
coordinates [81], and by Ni and Zimmermann in the general case [82].

Let 7 be a timelike curve with proper-time ¢, four-velocity u*, and four-acceleration a*.
The (space-time) Fermi—Walker derivative YDy is a differential operator, acting on tensor

fields along 7, defined by its action on vectors as [65, Sect. 4.1]
WDyt = OV,0H + afu, v’ — uta,v” . (2.62)

For a geodesic, the Fermi—Walker derivative reduces to the covariant derivative along the

curve.

Similarly to the covariant derivative “V,, = u#®V,, the Fermi-Walker derivative

is metric-compatible in the sense that “D;“g,, = 0. Additionally, since “D;u* = 0
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for arbitrary timelike curves, the inner product of u* with a Fermi—Walker transported
vector v, i.e., a vector field satisfying “D;v* = 0, remains constant along the curve +:
“D¢(“g,,utv”) = 0. An analogous statement holds for the covariant derivative only under
the restriction that ~ is a geodesic.

The Fermi—Walker derivative is useful for analyzing the dynamics of frames along a
curve. Let (eg)gzo be a pseudo-orthonormal frame along y such that ¢ = u*. Setting

e, = u” Ve to be the “spatial volume form” and defining the vector field Q* by

ouvp

Q, = %175‘5(3)6”,//)23((4)]),5%) , (2.63)

where 775‘3 is the Minkowski metric, one obtains

“Dyel = @k, QVef . (2.64)
Hence, Q¥ is the vector about which the spatial triad eg rotates.

Equation (2.64) can be used in two ways: One may either prescribe a frame ¢/ and
compute 2, such that Eq. (2.64) holds, or one may prescribe €1, and solve Eq. (2.64) for
the frame eg along the entire curve, given a frame at one point along the curve.

In either case, one may construct an adapted coordinate system by the map

p(t,x) = exp,y[z'e;(t)], (2.65)

describing spacelike geodesics that emanate from () along the spatial triad eé‘ . The
implicit function theorem asserts that (¢,z%) constitutes a chart in the vicinity of 7. The
coordinates (t,z%) are generally referred to as Fermi coordinates. The cases {2 , = 0and
2, # 0 are sometimes referred to as Fermi normal coordinates, and generalized Fermi
coordinates, respectively.

Since the coordinate frame 0, 0; is aligned with the pseudo-orthonormal frame ¢, e
the metric tensor along « reduces to the Minkowski metric: g, = n,,,. Additionally, the
connection coefficients in Fermi coordinates are fully determined by the acceleration a;
and the rotation €2;: up to symmetry, the only non-zero Christoffel symbols along ~y are

00 = +a; @lgg; = —a; L0 = ikak' (2.66)

I i
Moreover, expanding the metric tensor as a Taylor series around z¢ = 0, one obtains
Wg = — [(1 + a;z%)? — siijjxksillea:m + (4)Rtitja:ixj] de?
+2 [eijkﬂjxk + %“’Rtjkixja:k] dtdz’ (2.67)

+ I:(SU + %(4)Rikljxkxli| d.’L'Zd.'L'J + 0(7"3) y

with 7% = 6,227, and where the curvature tensor /R is to be evaluated at 2 =0 (so

uvpo
the components depend on ¢ only) [83]. Accordingly, the metric tensor (4)gW reduces to
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2.6. Earthbound Fermi Coordinates

the Minkowski metric 7, along the entire curve -, the leading-order corrections are fully
determined by the acceleration a” and the rotation Q*, and the curvature enters only at
order O(r?).

Whereas the terms depending on acceleration, rotation, and curvature are additive to

the considered order, the terms of order r3 include products of these quantities [83].

Space-Time Decomposition In the notation of Section 2.3, the lapse (, shift &;, and
spatial metric Vg, in the Fermi coordinate system thus take the form

¢ =1+ a2’ + “Ryy;2"z' + O(r?), (2.68a)
& =epVah + 29R, 2k + O(r%), (2.68b)
©g,; = 6,5 + %<4)Rikljmkxl +0(r%). (2.68c)

Since Fermi coordinates are orthonormal along ~y, they provide an accurate represen-
tation of distances and angles, provided the regions under consideration are sufficiently
w 2y, and (4)R/wpa

the terminology of “proper coordinates” sometimes used in the literature [84].

small so that corrections arising from a are negligible. This motivates

The spatial metric in Eq. (2.68c) has the standard form of Riemannian normal coordi-

nates. This implies that the spatial curvature tensor ®R, Kl 1S given by
“Rjju = YRy + O(r) . (2.69)

Whereas the lapse and the shift depend on both the kinematic quantities a; and Q,, as well

as on the space-time curvature YR the spatial geometry is insensitive to the frame

Uvpo
kinematics, and its curvature is a direct consequence of the curvature of space-time.

2.6 Earthbound Fermi Coordinates

In Section 2.4.4, the PPN metric was expressed in asymptotically flat coordinates. To
describe experiments taking place on Earth’s surface (where the laboratory rotates with

the planet), it is advantageous to use Fermi coordinates as introduced in Section 2.5.

Consider the PPN metric as in Eq. (2.57), with error terms suppressed:
Wg=—-(1+ 2(,o)dT2 — [4(1 + Ypen) + apen]V; dz*dT + (1- 2’7PPNg0)5ijda:idmj . (2.70)

For simplicity, the calculations here are restricted to a gravitational potential with axial

symmetry,

o =(r,0), (2.71)
where r is the distance from the center of mass, and the vector field V, is truncated at
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leading-order in the multipole expansion, cf. Eq. (2.56). One then has

1
V, = ﬁgikl.ﬂ“xl : (2.72)

where J; is the vector of total angular momentum, which is assumed to be aligned with
the symmetry axis of the potential ¢. Using spherical coordinates (r, 6, ¢) whose north

pole is aligned with the unit vector directed along J;, the metric tensor takes the form

@Wg = — (1 +2¢)dT? — 1[4(1 + Yeen) + ppy]Jr ' 5in?0 AT dgp

(2.73)
+ [1 — 27ppnp][dr? + r2d6? + 72 sin?0 d¢?] .

The transition to rotating coordinates is then accomplished by the substitution ¢ —
¢ + QooT', where Qo is the coordinate angular frequency, i.e., the angular frequency as
seen from far away. This leads to the metric

Wg = — [1 +2p + %[4(1 + Yeen) + aPPN]JQoor_l sin%0 — (1- 2’7PPNg0)ngr2 sin29] d7?
+2[(1 = 27er) Qoo — (1 4+ Yor + Japen) Jr | sin?0 dT dg
+ [1 = 2vppnep][dr? + 72d6? + 72 sin60 d?] . (2.74)

World-lines of material points on Earth’s surface can then be modeled as curves of constant

spatial coordinates (r,0,#). An adapted orthonormal frame is given by

(4)gTT

1 1
¢g = ——=0r, ¢ = ——=0,, (2.75)
(4),
/_(4)gTT 9rr
1 1 (4)9T¢
99 = —80 y e¢ - (3¢ - raT . (2.76)
[@g,40 \/(4)g¢¢ 3 (Vg )2 917

The vector ¢, is the normalized four-velocity of world-lines that have constant spatial
coordinates, ¢, and ¢, are unit vectors in the radial and polar directions, respectively, and
¢y is a unit vector in the azimuthal direction, which contains a d-contribution due to the

rotation of the coordinate grid and the frame-dragging effect.

This frame can be related to a quasi-Cartesian frame by

[ sinfcos¢ cosfcos¢p —sing e,
¢, | = |sinfsing cosfsing cosg| |e| (2.77)
e, cos @ —sin6 0 ¢y

in which the acceleration vector takes the form

a=Vp+ Qs xv+ O(Ei{;i , (2.78)

where gradients and cross products are as in flat space, Qo = Qot,, and v = Qs X R.
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The first term in Eq. (2.78) is the acceleration that compensates for the gravitational
attraction towards the central mass, and the second term is the centripetal acceleration

caused by rotation. Furthermore, the rotation vector takes the form

Q=Q+ Qpp + Qas + Qur + 0(€g{>§) ) (2.79)
where

Q= (1 -9+ 50°)0, (2.80a)

Qm=1ivxa, (2.80b)

Qas = (3 + Yeen)v X Voo, (2.80c)

Qur = _(1 + Yepn + }TaPPN)V xV. (2.80d)

The term €2y can be interpreted as the angular velocity, corrected by gravitational and
kinematic time dilation, Qg and 24g encode the Thomas precession and the de Sitter effect,
respectively, and Q11 accounts for the Lense—Thirring effect caused by frame-dragging
[5; 85]. Note that the decomposition of the sum €y, + Q45 can be ambiguous since the
de Sitter precession itself is sometimes interpreted as a “Thomas precession caused by
gravitation” [86, p. 237] or decomposed into a Thomas precession term and a curvature
term [87, p. 136; 88, p. 235]. For the present purposes, however, the decomposition of €2 is
not essential.

With these results for the kinematic quantities @ and €2, one can compute the metric
tensor in Fermi coordinates according to either Eq. (2.67) or Eq. (2.68). If curvature terms

are neglected, one obtains
Wg ~ —(1 — 2a;2%)dt* + Qsiijjxkdt dz* + §;;dz'da’ . (2.81)

This simple expression already captures the main non-inertial effects relevant to photon
interferometry on Earth: a, describes the gravitational acceleration and the centrifugal
acceleration due to Earth’s spin, and 2, accounts for both the rotation of the coordinate
system and the Lense—Thirring effect.

It is worth noting that the expression for the metric tensor in Eq. (2.81) depends (apart
from the neglected curvature terms) solely on the local acceleration a and the rotation
vector €. This is a manifestation of the equivalence principle, as it shows that all curves
with the same values of a and €2 are locally indistinguishable, regardless of whether they
even lie in the same space-time manifold.

As discussed more extensively in Chapter 5, the acceleration term gives rise to the
gravitational redshift, and the rotation term gives rise to the Sagnac effect in optical

interferometers.
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Chapter 3
Classical Optics

Having formulated a model of the gravitational field, the next step towards a description of
the interaction of gravity and light is the formulation of a model for optics. The main model
applied in this document is based on Maxwell’s equations. Here, this term refers not to
the equations as Maxwell originally formulated them, but to their generalization to curved
space-times that can be expressed either as first-order equations for the electromagnetic
field strength or as second-order equations for the electromagnetic potential. Section 3.1
describes the field-strength formulation of these equations in vacuo and in linear isotropic
dielectrics (as will be considered in later chapters). The constitutive equations in this
setting are commonly formulated using Gordon’s optical metric (defined in Eq. (3.10)
below), but can also be described using an alternative optical metric that is conformally
related to Gordon’s metric (see Eq. (3.12) below). At the level of field strengths, the choice
of optical metric makes little difference, but at the level of the electromagnetic potential
they lead to different generalizations of the Lorenz gauge condition to linear isotropic
dielectrics. Section 3.2 presents gauge-fixed field equations based on such a generalized
Lorenz gauge that makes use of the newly introduced optical metric. These equations serve
as the basis of the Gupta—Bleuler quantization scheme described in Chapter 4.

In addition to the wave-optics considerations in Sections 3.1 and 3.2, Section 3.3
provides a description of geometrical optics in curved space-times that applies both to light
propagation in vacuo and in linear isotropic media. The eikonal equation arising there
provides useful insights into light propagation in scenarios where diffraction is negligible. In
particular, as shown in Chapter 5, this equation provides a good estimate for the evolution

of the electromagnetic phase in single-mode optical fibers.

3.1 Maxwell’s Equations — Field-Strength Formulation

At the level of field strengths, electrodynamics in curved space-times can be regarded
as a theory of (i) a two-form F,,, called the electromagnetic field strength, (ii) an
antisymmetric two-contravariant tensor field G*¥, called the electromagnetic excitation,

and (iii) a divergence-free vector field j#, the electric four-current. These fields are assumed
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to satisfy Maxwell’s equations in curved space-time

(dF),,, =0, (3.1)
“v,G* 43V =0, (3.2)

which must be supplemented by constitutive equations that determine G*” in terms of

F,, (or vice-versa). In vacuo, the constitutive equations are given by

GHY = (Wghp (Wgvo F, (3.3)

so that G* and F},, are metrically equivalent.

The metric tensor (4>glw, which encodes the gravitational field, thus enters Maxwell’s
equations in two ways: once via the constitutive equation (3.3), and once via the Levi-Civita
connection in the inhomogeneous Maxwell equation (3.2). Whereas Eq. (3.3) only applies
in vacuo, more general constitutive equations typically also depend on the space-time
metric.

Experimental setups at the interface of optics and gravitation typically involve light
propagation in vacuo or optical fibers. For example, the light rays in gravitational wave
detectors such as LIGO, Virgo, and KAGRA propagate in vacuo, and many proposals for
gravitational quantum interferometry rely on light propagation in optical fibers to obtain

sufficiently long interaction times of the photons with Earth’s gravitational field.

3.1.1 Linear Isotropic Media

Optical fibers are typically modeled as linear isotropic dielectrics. For such materials, the
formulation of Maxwell’s equations is particularly simple. However, such equations are
not always accurate: the model assumptions of isotropy and linearity are often violated as
fiber bending induces optical anisotropies through photoelasticity and optical fibers are
not perfectly linear, leading, i.a., to the Kerr effect [89; 90]. However, these effects are
not essential to the understanding of the interaction of light with gravitation and are thus
neglected in this document.

An electromagnetic medium is said to be linear if the excitation G* depends linearly
on the field strength F;

v » 1-€., there is a tensor field x#*#?, called the constitutive tensor
field, such that

G = X F, (3.4)
where x*P° has the symmetries of an “algebraic curvature tensor”:

YHVPT = _yVHpO XHPT = —xHVIP xXHPT = P (3.5)

Anti-symmetry in the first and last pair of indices accounts for the anti-symmetry of G

and F

u > Tespectively, and the pair-exchange symmetry arises naturally in variational
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formulations, see Section 3.2 below and also Ref. [91] for further discussion of these
symmetry properties. In this sense, vacuum can be regarded as a linear medium with
constitutive tensor xhae’ = i ((Wghr(Wgva — (Wgho (gvp),

In linear isotropic media with permittivity ¢, permeability u, and four-velocity u*, the

constitutive tensor is given by

Xy.upa' — %“—l[eupgua _ K'”UZVP] (3 6)
+%€+1[u"€”pu” — ull%uf + uFuP — u P '

where ¢/ is the (contravariant) Landau-Lifshitz metric /4 = Wgh¥ + utu”.

The physical interpretation of the above constitutive relation can be understood as
follows: The field strength F},, and excitation G*” can be decomposed into the electric

and magnetic fields E,,, D¥, B,,,,, H", relative to the four-velocity u#, via the equations

pv?
F,, =u,E,—E,u,+B,,, (3.7)
G" = u"D” — D*u? + H™ . (3.8)

Here, the fields E,,, D*, B, H* are all orthogonal to u*. The constitutive relation (3.4)

with the constitutive tensor given in Eq. (3.6) then takes the form
DH =cWg"E, | B,, =v%,,“g,,H”, (3.9)

which coincides with the standard constitutive relations for linear isotropic media, expressed
in the rest frame [92, Sect. 6.1].

In Ref. [52], Gordon defined a contravariant optical metric
g = (4)guz/ +(1- n2)u“ul’, (3.10)

where n = , /el is the refractive index. With this definition, the constitutive tensor for

linear isotropic media can be written as
X7 = (GG — g (3.11)
2u

For the present purposes, it proves advantageous not to define the optical metric by

Gordon’s expression (3.10), but to use the conformally related contravariant metric

1 1
g = —g" = —(Yg" +uu”) — e utu” . (3.12)
Vit v

Using this optical metric, the constitutive tensor can be written as
X7 = 399" - g5 (3.13)
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Optical Formulation Denoting by ?# the optical derivative, i.e., the Levi-Civita

connection of the covariant optical metric

- 1

9w = \/ﬁ((‘l)guy + u“uy) — %uuuy, (314)
and using the fact that v—*g/v/—§ = ve/y, Eq. (3.2) is seen to be equivalent to

V,G* —G"V, Inn+j" =0, (3.15)

where 7 is the wave impedance
n=+vy/e. (3.16)
As a consequence, the electromagnetic field strength F),, satisfies the wave equation

‘jF/,LV + 2R[uaFy]a + 2R ﬂF B = 2-&(1[#61/] (ja + Gaﬂ6ﬂ ].I].T]) ; (317)

b v] "

where [ = gﬂ”?ﬁ,, is the optical d’Alembertian, Rﬂ,,pa

and Ricci tensors, respectively, i.e., the curvature tensors derived from the optical metric

and Rm/ are the optical Riemann

defined in Eq. (3.14), and square brackets indicate the anti-symmetrization of indices.

The optical metric §g*” thus determines the principal symbol of the wave equation
satisfied by the electromagnetic field in isotropic media. Additionally, if the impedance 1
is constant, the electromagnetic field F},, in the medium satisfies a wave equation that is
identical to the corresponding wave equation in vacuo where the space-time metric (4)9;“/ is
replaced by the optical metric g,,,, .

If, instead of using the optical metric as defined in Eq. (3.12), one uses Gordon’s optical
metric g*” as defined in Eq. (3.10), together with its associated derivative V,, and curvature
and R

tensors R the wave equation takes the form

puypo uvr

0F,, +2R,°F

Vla

+2R, %P F g = 25,,V,) (5% +uG** Vg lny). (3.18)

The comparison of Eq. (3.17) with Eq. (3.18) illustrates the advantage of defining the
optical metric according to Eq. (3.12) over Gordon’s expression given in Eq. (3.10):
whereas Eq. (3.17) reduces to the “standard form” of the wave equation (as described
above) whenever the wave impedance  is constant, Eq. (3.18) does so only under the
further requirement that yu = 1. This is related to the fact that, in regions of constant wave
impedance 7, the continuity equation 'V, j# = 0 implies that j* is also divergence-free in
the optical metric g* (V,j* = 0) but not in the Gordon metric g*” as V ,j* = —j*(dIny),.

Interface Conditions The above method of expressing the field equations using optical
derivatives fails at material interfaces where the permeability yu and permittivity ¢ are

discontinuous. For such interfaces, Maxwell’s equations imply matching conditions for
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3.2. Maxwell’s Equations — Gauge Formulation

the electromagnetic field. To study these interface conditions, consider a hypersurface
with spacelike unit co-normal v, across which g*” is discontinuous. Denoting by [F] v
and [G]*” the jumps of the electromagnetic field tensors in the direction of v#, Maxwell’s

equations in the form of Egs. (3.1) and (3.2) imply the interface conditions

[Flv,y =0, (3.19a)
[G1*v, = 7", (3.19b)

where 7* is the density of surface charges and surface currents,(!) see Ref. [49, Sect. D]
for an explicit derivation. This provides a generally covariant formulation of the standard
junction conditions for the electromagnetic field that are commonly stated only in terms of
the electric and magnetic fields and excitations [92, Sect. 6.1; 93, Sect. L.5].

Together, these interface conditions provide six independent equations. Hence, if the
electromagnetic field F,, (with its six independent degrees of freedom) is known at one
side of a material interface, the value of F},, on the other side of the interface is fully

determined by the surface charges and currents encoded in j*.

Applications The equations described in this section form the basis of the analysis of
the influence of Earth’s rotation on light in Ref. [94] and of the effect of gravitational waves

on light, propagating either in free space or in optical fibers, as described in Refs. [95; 96].

3.2 Maxwell’s Equations — Gauge Formulation

As an alternative to the field-strength formulation, one may express Maxwell’s equations
as a U(1)-gauge theory based on a gauge potential A, such that the field strength F,, is
identified with the curvature of the U(1)-connection one-form A4,

F,, =(d4),, = <4)V“A,, — <4>V,,AM. (3.20)

In this formulation, the homogeneous Maxwell equation (3.1) is identically satisfied as the
repeated application of the exterior derivative, d, to any differential form vanishes. The
field A, may be either regarded as a “fundamental field” [92], or one may consider A, as
being derived from F),, under the assumption that (3.1) holds. The latter is made possible
by Poincaré’s lemma, which states that on any smoothly contractible region (in particular,
in star-shaped coordinate patches), every closed differential form is exact. Independent of
the point of view taken here, the field 4, has a “gauge freedom,” meaning that one may
redefine

A, — A+ (AN, (3.21)

W These equations are independent of the surface’s orientation, as a reversal of the orientation implies
both v, = —v, and [-] = —[-].
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where ) is any smooth function, and fields related by such a gauge transformation are
regarded as physically equivalent.

A consequence of the gauge ambiguity is that Maxwell’s equations per se do not provide
a well-posed initial value problem for the potential A,,. This can be dealt with in multiple
ways that are here referred to as the reduction method and the extension method.

Reduction Method The starting point of the reduction method is a system of gauge
conditions (written abstractly as x = 0) that are restrictive enough to fix the gauge uniquely.
Further, one requires that the reduced Mazwell equations, defined as the restriction of
Maxwell’s equations to those gauge-fixed potentials A ,, give rise to a well-posed Cauchy
problem for the gauge-fixed fields with initial data uniquely determined from the initial
values of F},,, and j#. In this case, one obtains a bijection between (i) initial values of the
electromagnetic field strength and current and (ii) solutions to Maxwell’s equations up to

gauge transformations.

Extension Method The extension method, on the other hand, does not require such
restrictive gauge conditions x. Instead, the starting point of the extension method is the
formulation of a set of extended field equations that agree with Maxwell’s equations under
the condition of x = 0 but constitute a well-posed Cauchy problem for the potential 4,
without any restriction on the initial data. If the gauge condition x = 0 is preserved under
the evolution of the extended equations, one obtains a bijection between (i) the subset of
initial data for the extended equations that is compatible with the gauge condition y = 0,

and (ii) solutions to Maxwell’s equations up to gauge transformations.

Comparison The main differences between Maxwell’s equations and the extended and
reduced systems are summarized in Table 3.1. One key distinction between the reduction
method and the extension method lies in the fact that the respective evolution equations
are defined on different spaces of fields. In the reduction method, time evolution takes
place in the space of fields satisfying a “strong” gauge condition, so that initial data is a
priori constrained. The extension method, however, formulates field equations that are
defined for all possible initial data, and the restriction to Cauchy data satisfying a gauge
condition is done only a posteriori.

To illustrate the distinction between the reduction method and the extension method,
consider Maxwell’s equations in Minkowski space-time and compare the Coulomb gauge
(x = ®g¥ ®V,A;) with the Lorenz gauge (x = “g*”“V,4,). The Coulomb condition
determines the potential A, uniquely,® and the reduced equations comprise the Poisson
equation for the scalar potential and an inhomogeneous wave equation for the vector

(2)More precisely, initial data for A, is uniquely determined by the initial values of F},,, and j*. Using global
pseudo-orthonormal coordinates as well as the notation (A,) = (—¢, A) and (j*) = (o, J), such Cauchy
data is of the form (¢, ¢, A, A) satisfying Ap = —p, A¢p =V -j, AA= -V x B, and AA =V — AE at
a given time to. As these equations are elliptic, their solutions are unique if suitable spatial decay properties
are imposed.
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Extended equations Maxwell’s equations Reduced equations

Cauchy problem Well-posed Ill-posed Well-posed
Cauchy data Unconstrained Constrained
Ghost solutions Yes No No
Gauge solutions Yes Yes No

Table 3.1: Comparison of Maxwell’s equations with the extended and reduced field equations.
Whereas Maxwell’s equations per se do not provide a well-posed Cauchy problem for A4,
the extended equations yield a deterministic evolution for arbitrary initial data, and the
reduced system does so for constrained initial data. The extended system has more solutions
than Maxwell’s equations, which are referred to as ghost solutions. The reduced system,
on the other hand, has fewer solutions than Maxwell’s equations: the difference lies in
pure-gauge solutions that are considered physically trivial.

potential subject to the Coulomb gauge constraint. As this gauge condition is preserved
by the wave equation, solutions to Maxwell’s equations can be constructed from initial
data satisfying the Coulomb gauge by evolving this data in time according to the reduced
equations. The Lorenz gauge condition, on the other hand, does not fix the gauge uniquely,®
so the reduction method cannot be applied. However, the extension method works if one
takes as extended equations the wave equation of one-forms: “WgP?®V @V, A, = 0. This
equation is equivalent to Maxwell’s equations for those potentials that satisfy the Lorenz

gauge but provides a well-posed Cauchy problem independent of this gauge condition.

At face value, the extended field equations allow for more degrees of freedom than the
reduced Maxwell equations. In particular, the former generally admit gauge modes, i.e.,
solutions of the extended equations that are exact one-forms (they are thus gauge-equivalent
to zero and hence physically trivial) as well as ghost modes, i.e., solutions to the extended
equations that violate the gauge condition. If the extended equations imply a well-posed
evolution equation for the gauge function, the distinction between physical modes and

ghost modes can be made at the level of initial data.

The reduction method is commonly used in Hamiltonian analyses of Maxwell’s equations,
see, e.g., Ref. [97, Sect. E.2], and in textbooks on quantum optics [98, Chap. 4; 99, Chap. 2;
100, Chap. 10]. The extension method, on the other hand, is more commonly used in
particle physics [101, Chap. 7; 102, Sect. 3-2] and has, so far, not been used in the study
of gravitational effects on light. In quantum theory, the reduction method leads to the
reduced-phase-space quantization, whereas the extension method leads to the Gupta—Bleuler
quantization (described in Chapter 4 below).

(®)Indeed, if (o, 9, A, A) is any Cauchy data corresponding to given initial values of F},, and j* that
satisfies x = 0 initially, then another such set of Cauchy data is given by (¢ — K, — AN\, A+ V), A + V),
where k and A are arbitrary functions (with suitable decay properties). As a consequence, initial values of
F,, and j" do not determine unique Cauchy data for A,,.
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3.2.1 Gauge-Fixed Field Equations

In the following, Maxwell’s equations for the gauge potential A, are studied using the

extension method. The motivation for this is three-fold.

o The extension method allows working with the fully covariant Lorenz gauge (or
generalizations thereof), whereas the reduction method typically necessitates further

structure (for example, the Coulomb gauge requires a preferred foliation).

o For the extended field equations, a consistent quantization scheme (based on the
Gupta—Bleuler method) is known for generally curved space-times (under the as-

sumption of global hyperbolicity).

e The use of the potential Aﬂ facilitates the comparison with models for massive
electrodynamics, which are commonly formulated using Proca’s equation for a massive
vector field.

The presence of gauge and ghost modes may be considered a downside of the extension
method. It has been shown, however, that such artifacts are unavoidable in manifestly

covariant quantization schemes [103-106].

Lagrangian One method for obtaining gauge-fixed field equations in the extension
method is to consider the Euler—Lagrange equations of a gauge-fixed Lagrangian.

In vacuo, extended field equations based on the Lorenz gauge are commonly derived
from the R¢-gauge-fixed Lagrangian

Lvac. = _%(@guy(@gpanp Fuo - %X\zrac. + Ay,j'u ) (322)
where
Xvac. = Vg OV, A, (3.23)

and & is a constant, see, e.g., Ref. [107, Sect. 2.6]. The corresponding field equations then
take the form

DAﬂ . (4)R#VAV _ (1 _ %) (4)VN((4>QPU<4)VpAa) + (4>g,uujy =0, (3.24)

where [J = @Wgt @V, WV, is the d’Alembertian and “R,,, is the Ricci tensor of “g,,,,. In

particular, in the Feynman—t Hooft gauge

£€=1, (3.25)
one obtains

0A, - “R)A, +“g,,5" =0. (3.26)
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An extension to linear isotropic dielectrics is provided by the Lagrangian
L = _igﬂugpaFﬂP FVO‘ - %XQ + A,u,ju ) (327)
where §* is the optical metric defined in Eq. (3.12) and x is the gauge function

X = 5OV (VigVA,), (3.28)

which generalized previous gauge functions considered for inertial media in flat space-time
[108-110], general linear media in flat space-time [111-113], as well as linear media with
1 =1 in curved space-time [49]. It differs, however, from the gauge function considered in
Ref. [114] for static problems in curved space-times, where the factor /I is replaced by €, /[
The reason for the specific choice of the factor /i1 is explained below. The corresponding

field equations take the form
OF,GH + LG O, (x/ i) + 5 =0, (3.29)

which are equivalent to Maxwell’s equations (3.2) if x = 0. In local coordinates, the

extended Maxwell equations (3.29) are of the form
§7°0,0,4,, — (1 - %) §7°0,0,A, + (lower-order terms) = (source terms).  (3.30)
In the Feynman—t Hooft gauge, one thus obtains the manifestly hyperbolic equation
§7°0,0,A,, + (lower-order terms) = (source terms). (3.31)

Under the assumption of sufficient regularity of g*, Eq. (3.29) with £ = 1 thus provides
a well-posed Cauchy problem. Furthermore, Eq. (3.29) implies the following evolution

equation for the gauge function x:

VLIV OV, (x/viD] =0, (3.32)

which is the Euler-Lagrange equation of the Lagrangian

L = L /E3" OV, (x/vi) “V, (x/ Vi) - (3.33)

Under the same regularity assumptions as above, Eq. (3.32) implies that initial data for
Eq. (3.29) that induce trivial initial data for Eq. (3.32) give rise to solutions that satisfy the
gauge condition y = 0 throughout their entire time of existence. One may thus construct
solutions to Maxwell’s equations by constructing initial data (Au’ Au) such that x and x
vanish initially and then evolve the Cauchy data in time according to Eq. (3.29). Initial
data for Eq. (3.29) that violates x = 0, however, leads to “ghost solutions,” i.e., solutions to

the extended Maxwell equations that are not solutions to the original Maxwell equations.
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Optical Formulation The above formulation of the extended Maxwell equations ex-
presses all derivatives in terms of the space-time derivative (4)VM, i.e., the Levi-Civita
connection of the space-time metric (4)9;“/' However, in regions where g*” is sufficiently
regular, the field equations also admit an alternative formulation based on “optical deriva-
tives.” In particular, if g, admits a Levi-Civita connection v . (the optical derivative), the

gauge function y, defined in Eq. (3.28), can be expressed as
X_ 1 (4)V (\/_g’”’A )_ % (\/_gHVA ) (3.34)

which follows from v—®g/v/—g = v&/p. Moreover, in regions where g*” is sufficiently
regular as to admit a well-defined curvature tensor R vpo the field equations can be written

in the form
|jA n A - [1 - 1/5] [V“(gpav A ) (VU In 7]) l/p,] +g;u/.7
—3”[V,A,V,Inn+ A,V,V,Inn] (3.35)
+ %[vu(g”"ApVG In /i) — X@“ In,/u =0,

where (] = g*'V uﬁv is the optical d’Alembertian and n = v/iu/e is the wave impedance. In
particular, in the Feynman—"t Hooft gauge (3.25), the field equations in regions of constant

¢ and yu reduce to
DAN - R;LVAV + g[ujju = 07 (336)

which has the same structure as Eq. (3.26) for vacuo, but with (4)gW being replaced by g,,,, -

This equation will be used in Chapter 5 to describe step-index optical fibers in which
the permittivity € and the permeability u are locally constant. To obtain a global solution,
however, the local solutions for the core and cladding must be matched across the core-

cladding interface where g*" is discontinuous.

Interface Conditions As in the field-strength formulation of Maxwell’s equations
(Section 3.1), a common strategy for solving the field equations in media with discontinuous
refractive indices is to solve, first, in the regions of continuous §*¥, and then to match them
across the surface of discontinuity. The corresponding matching conditions for Eq. (3.29),

expressed in the same notation as was used in Eq. (3.19), are

[4], =0, (3.37a)
[x/vi] =0, (3.37b)
[G]*v, = 5*. (3.37¢)

This provides eight independent equations, stating that the potential A, is continuous and
that discontinuities of derivatives of A, are related to discontinuities of g+ as well as to

surface charges and surface currents encoded in j*.
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As was mentioned above, one might consider variations of the gauge function defined
in Eq. (3.28) with different factors inside and outside the derivative. However, the above
definition is optimal in the following sense: only with this choice, the field equations in the
Feynman-’t Hooft gauge (3.25) reduce, in regions of constant € and y, to Eq. (3.36), which is
directly analogous to the corresponding equation in vacuo, Eq. (3.26), and, additionally, all
the components of A, are continuous across material interfaces. The form of the equations
(3.36) necessitates that the factors outside and inside the derivative in Eq. (3.28) are inverse
to each other and the requirement of v#A,, being continuous across a material interface
with unit normal v* is compatible only with the factors of /i given in Eq. (3.28). In
Ref. [49], the same situation was considered for the special case where u = 1, in which case
one has x = WV, (" A,) = WV, (g" A,), where g* is Gordon’s optical metric defined in
Eq. (3.10). The gauge condition x = 0 with x defined as in Eq. (3.28) extends this result
to arbitrary u.

Applications The gauge-fixed equations derived here are used in Chapter 5 to describe
the propagation of light in optical fibers in a gravitational field. In this case, Eq. (3.36)
holds exactly in the core and cladding of a step-index optical fiber and the respective
solutions are matched across the core-cladding interface using the junction conditions given
in Eq. (3.37). The extended Maxwell equations presented here also serve as the basis of

the Gupta—Bleuler quantization of the electromagnetic described in Chapter 4.

3.3 Geometrical Optics

Maxwell’s equations provide an established basis for classical electromagnetism. However,
being a system of partial differential equations, exact solutions for physically realistic setups
are scarce. Approximations are thus needed to make explicit predictions. A widespread
approximation scheme geared towards the description of light is geometrical optics.
Formally, geometrical optics can be regarded as a high-frequency limit of Maxwell’s
equations, which means that the wavelength of light is assumed to be negligibly small
compared to all other length scales under consideration [69, Chap. 7; 115, Chap. 3]. One
way of expressing this mathematically is to consider the following formal power series

ansatz

/e (3.38)

where ¢ is considered as a small parameter. The geometrical optics approximation then

constitutes the leading-order approximation
Fg = Fp €7, (3.39)
where ¥ = ¥ /€. The quality of this approximation will be discussed below.
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Chapter 3. Classical Optics

As the precise form of Maxwell’s equations depends on the details of the constitutive
relations, so do the equations of geometrical optics. However, some general statements
can be made on the interpretation of the function ¥, known as the eikonal, irrespective
of such details. The level sets of the eikonal ¥ define three-dimensional surfaces that
are referred to as wavefronts. Further, the derivative k, = (dV),, is referred to as the
wave covector, with the interpretation that the integral of k, along a curve corresponds to
27 X (the number of wavelengths along the curve), which equals the difference in eikonal
at the endpoints of the curve. Since k,, is exact, it is also closed, (dk),, = 0, a fact that is
known as the Runge-Sommerfeld law [116].

Light rays are then modeled as integral curves of a vector field K* along which the
eikonal is constant, so Kk, = 0. The precise form of K* depends on the details of the
constitutive equation. Similarly, the equations for Fl‘f,f’ depend on such details. The general
pattern of the cases discussed below is that Ff,? satisfies algebraic equations involving k&,

and K*, as well as transport equations along the field K*.

3.3.1 Ray Optics in Vacuo

Inserting the formal power series (3.38) into Maxwell’s equations in vacuo, one obtains the

eikonal equation
(4)g“"(d111)“(d111),, = “{q‘“’kuk,, =0, (3.40)

together with the following equations for Fj:

GO __
k, Fog =0, (3.41)
KMFE =0, (3.42)
VK Fg = —%(<4>VPKP)F53 , (3.43)

where KH = Wghvk  see Ref. [117, App. A] for an explicit derivation. In vacuo, light
rays thus follow integral curves of K*. Using the fact that k, is the gradient of ¥, which
satisfies the eikonal equation (3.40), one finds that K* satisfies the geodesic equation:

K'YV, K# = gt KY OV |, = 1WghP OV (KVE,) = 0. (3.44)

In this model, light rays are thus null geodesics along which ¥ is constant.

The algebraic conditions stated in Eqgs. (3.41) and (3.42) restrict the degrees of freedom
in F/f,f’ to two, which correspond to the two possible polarization states of light. This can
be seen as follows. Equation (3.41) implies that F)i? can be written as Fi/? = f, k, — f, k,,
with f, encoding only three degrees of freedom as the resulting expression is invariant
under the substitution f, + f, +Ak,. In combination with the eikonal equation, Eq. (3.42)
implies K* f,, = 0, which reduces the degrees of freedom to two.

The transport equation (3.43) can be analyzed by splitting F}}? into a scalar amplitude
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A and a polarization tensor 7, as Fji? = A7,

o With A and 7, satisfying the equations

OV A = —3(PV,KM)A, (3.45)
OV F,, =0. (3.46)

This factorization highlights that focussing of light rays (“V,K* > 0) leads to the dilution
of the amplitude A and focussing (“'V,K* > 0) entails an increase in amplitude, whereas
the polarization two-form #,,, is parallel-propagated along the rays under all circumstances.
Equation (3.45) can also be written as a conservation law

@V, (IK*) =0, (3.47)

where § = A2 is the light intensity. As a consequence, one can define an effective

stress-energy-momentum tensor Tty = YK*KY that is symmetric and divergence-free:
(4)VH(§K“K”) =0. (3.48)

To summarize: geometrical optics models light rays in vacuo as null geodesics along
which the eikonal ¥ is constant. The amplitude A satisfies the transport law (3.45), and
the polarization 7, satisfies the transport law (3.46) together with the two algebraic
constraints (3.41) and (3.42).

3.3.2 Ray Optics in Dielectrics

As shown in Chapter 3, the equations of electrodynamics in linear isotropic dielectrics
with constant permeability u and permittivity ¢ take the same form as those in vacuo,
but with the space-time metric (4>glw replaced by the optical metric g, , or equivalently,
by Gordon’s optical metric g,,,,, which will be used there for notational simplicity. As a
consequence, the equations of geometrical optics also take the same form as in the previous

section, with the same substitution applied:

§"k,k, =0, (3.49)
K" =gk, , (3.50)
VA =—4(V,K"A, (3.51)
V%, =0, (3.52)
K*%,, =0, (3.53)
k%, =0. (3.54)

Here, V u 1s the Levi-Civita derivative of Gordon’s optical metric g,,,, .
Extensions of these equations to the case of non-constant permittivity € and permeability
1 can be found, e.g., in Refs. [118; 119, Chap. 2|. Whereas non-constant ¢ and yu lead to

correction terms in the transport equations, the eikonal equation remains unchanged.
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The fact that geometrical optics in linear dielectrics takes the same form as in vacuo, but
with the space-time metric (4)gW replaced by Gordon’s optical metric g, can be regarded
as an instance of analog gravity [120]. By suitable choice of the dielectric’s four-velocity
u* and refractive index n, one may thus probe light propagation in geometries that do not
necessarily satisfy Einstein’s field equations.

The condition of K* being null with respect to g, = “g,,, +(1 —n—2)uuuy is equivalent
to the condition that the light rays have a constant velocity v = 1/n relative to the four-
velocity u* of the dielectric medium:

_ K#VKHKV _ ((4)9;/,1/ + uuuu)KuKV _ (g,u,u + n_2uuuu)K“KV 1

(w, KPP~ (wKP? (u, KP)? =z (359

v? =

Anomalous Doppler Effect A notable feature of geometrical optics in dielectrics is that
light rays propagate along the vector field K* = g*”k, and not along “Wg*’k,. Whereas
the former field is timelike (in the space-time metric g, ), the latter is spacelike:

W9, KFK” = (n% = 1)(u!k,)? <0, (3.56)
Wk, k, = (nT? — 1)(u'k,)* > 0. (3.57)

This leads to the anomalous Doppler effect: In vacuo, the sign of the wave frequency

relative to a four-velocity U¥, defined as
w(U) =-U"k,, (3.58)

is Lorentz invariant, i.e., if U’ is any other four-velocity that is consistently oriented with U,
then w(U) and w(U’) have the same sign. In the present setup, however, this is not the case.
If w(u) denotes the frequency of k,, in the rest-frame of the medium (assumed positive),
one can write k, = w(u)u, + kj with u"kt = 0. Similarly, any other (future-pointing)
four-velocity U* can be decomposed as U* = y(u* + v*), where « is the Lorentz factor
and v* is the relative velocity satisfying u#v, = 0. Denoting by 6 the angle between kj

and v, one finds

w(U) = yw(u)(1 — nvcosh), (3.59)
so that w(U) assumes negative values inside the Cherenkov cone

nvcosf > 1. (3.60)

The consequences of this non-invariance of the sign of w are discussed in Section 4.7 below.

3.3.3 Limits of Ray Optics

Being a simplified model of light propagation, geometrical optics necessarily has its

limitations. For example, geometrical optics does not describe diffraction [121]. Additionally,
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caustics are formed wherever light rays intersect, which leads to divergent expressions
for the field amplitudes even though such divergences are not necessarily present in the
corresponding solutions to the exact Maxwell equations [122, Chap. 9]. This has led to the
development of refined models, see, e.g., Ref. [123], which are, however, beyond the scope
of this document. A related issue is that the series (3.38) is generally only asymptotic to
certain exact solutions [124-126], but does not necessarily converge. Moreover, as the ray
transport equations are well posed even for initial data prescribed on timelike hypersurfaces
[127, Sect. 2.1.4], in which case the initial-value problem for wave equations is generally
ill-posed [128], the validity of the geometrical optics approximation must generally be
determined on a case-by-case basis.

Experimental applications of ray optics in curved space-time include laser-interferometric
gravitational wave detection and measurements of the influence of Earth’s gravitational
field on single photons. For laser-interferometric gravitational wave detection, a detailed
analysis of Maxwell’s equations in Ref. [95] demonstrated the accuracy of the geometrical
optics prediction of Ref. [117], which generalized previous results by solving not only
the eikonal equation [129-133], but also solving the transport equations for the scalar
amplitude A and the polarization 7, . Experimental proposals for gravitational photon
interferometry, on the other hand, commonly include fiber optics to expose single photons
for a long time to Earth’s gravitational field. As single-mode optical fibers have core radii
on the same order of magnitude as the wavelength of light propagating therein, the short
wavelength assumption is not met there. Nonetheless, the eikonal equation is commonly
used in experimental proposals for gravitational fiber optics [2; 21; 36; 38; 39; 134]. The

accuracy of the ray-optics model for such applications is established in Chapter 5.
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3.4 Summary

The fact that the constitutive equations for linear isotropic media (either in flat or curved
space-times) can be written in terms of an optical metric tensor is well known since the
first introduction of such an optical metric by Gordon in Ref. [52]. Generalizations of the
Lorenz gauge condition to account for dielectric properties of materials, based on such
optical metrics, have been used in various contexts [49; 108—-114]. However, the gauge-
fixed equations arising from such Gordon—Lorenz gauges have, so far, not been analyzed
for the junction conditions they imply at material interfaces where the permittivity and
permeability are discontinuous. The present analysis considered the Euler-Lagrange

equations of the gauge-fixed Lagrangian
L=—33"0"F,,F,, — 3x* + A",
where x is the gauge function
x = OV (VEFA,),

with g*” being the optical metric

1
g = (g ) — et

v

where u* is the medium’s four-velocity, ¢ its permittivity, and yu its permeability. The

associated Euler-Lagrange equations reduce to the wave equation
0A,-RJYA, +§,,5" =0,

whenever ¢ and y are constant, and simultaneously ensure that all components of the
electromagnetic potential A, are continuous at material interfaces, where ¢ and p. may be

discontinuous.
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Chapter 4
Quantum Optics

The description of the electromagnetic field given in the previous chapter does not take
any quantum properties of light into account. An appropriate framework to model such
quantum properties, in particular: to describe single photons, is given by quantum field
theory. Previous quantization schemes for the electromagnetic field have covered either
fiber optics in flat space-time [135; 136] or light propagation in vacuous curved space-time
[137-142], and Ref. [114] developed a quantization scheme that simultaneously allows
for dielectric media and curved space-time backgrounds. However, as the latter model
is restricted to the case of smooth permeability and permittivity functions, it cannot be
applied to step-index optical fibers. Hence, a quantization scheme for the electromagnetic
field that allows both for dielectric media with discontinuous dielectric properties and for
curved space-times needs to be developed to describe planned experiments on gravitational
fiber optics. This chapter develops such a theory by quantizing the gauge-fixed field
equations put forward in Section 3.2.

As described in Sections 3.1 and 3.2, there are multiple ways of formulating classical
electrodynamics. Similarly, there are multiple ways of formulating quantized theories. On
the one hand, one may quantize the field strengths F,, and G*” without using the gauge
> see, e.g., Ref. [143, Chap. 4]. On the other hand, if one works with the
potential A, there are multiple options on how to deal with the gauge redundancy. These

potential A

schemes can be classified as outlined in Section 3.2, see in particular Table 3.1. Quantization
schemes based on the reduced equations are commonly referred to as “reduced-phase-space
methods,” and are commonly used in quantum optics [98; 99; 144]. This approach has the
advantage of eliminating all gauge redundancy from the onset but has the disadvantages
of making the gauge invariance of the theory non-manifest, requiring a preferred notion
of time (to formulate a Coulomb gauge condition), and making the field commutation
relations non-trivial due to the presence of constraints [145, Sect. 8.3]. The Gupta-Bleuler
quantization scheme, on the other hand, is based on the extended field equations [146; 147;
102, Sect. 3.3; 101, Sect. 7.4]. This scheme does not rely on any preferred notion of time
and thus exhibits manifest general covariance but requires working, at intermediate stages,

with an indefinite Krein space R before one can construct a Hilbert space $) accounting
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for all physical states of the theory. Due to its manifest general covariance, the facilitated
comparison with models for massive photons (based on Proca’s equation) and the already
existing literature on quantization methods in curved space-times, this work uses the

Gupta—Bleuler scheme.

4.1 Formal Aspects of the Classical Theory

To describe the quantum theory of electrodynamics in linear dielectrics, it is useful to

consider complex fields. The source-free Lagrangian is

LIA", A) = L7 B2, By — 1 (4.1)

where x#“7? is the constitutive tensor as defined in Eq. (3.6), F,, = (dA4),, is the field
strength, x is the gauge function defined in Eq. (3.28), and £ is a constant.

The Euler—Lagrange equations are

EV[A] = (4)VMGMV + %\/gguu(ovu(x/\/g) =0, (4_2)

where g"” is the optical metric as defined in Eq. (3.12). The induced Klein—Gordon product,
as defined according to the general methods described in Appendix A.2, takes the form

(A A = % / (ALITM — ALTT) e, (4.3)
b
with
IM[A] = —(G* — ¢3"" 01, (4.4)

where X is any Cauchy surface, I, is the unit-conormal (oriented such that g#'T, is
future-pointing), and ®e is the volume form induced by the space-time volume form “e.

The evolution equation for the gauge function is
E'lx] = “V,[VEF"V, (x/vi)] = 0, (4.5)
which can be derived from the Lagrangian
LI X1 = =vig™ v, (¢ [ vi) OV, (0 /i) - (4.6)

The induced Klein—Gordon product of solutions to this equation is
) * * =V
(xIx) =% / DOV V) = X OV, O Vg T, P (4.7)
b))

The products defined in Egs. (4.3) and (4.7) are related through the following identity:

if A, is any solution to the extended Maxwell equations E#[A] = 0 and ¢ is any solution
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to the gauge evolution equation E'[¢] = 0 (both with suitable spatial decay), then d(¢/,/ix)

is another solution to extended Maxwell equations and one has

(Ald(6/vin) = —¢(x[4] | ¢)'- (4.8)

Apart from defining conserved quantities for pairs of solutions to the field equations,
the Klein-Gordon products also arise naturally when the fields A, and x are regarded not
as classical functions but as distributions. Indeed, as explained in detail in Appendix A.3,
if the equations of motion are Green-hyperbolic, i.e., if they admit unique advanced and
retarded Green’s functions [148], then, for any compactly supported smooth vector field j*

and any compactly supported smooth function 1, one has
o [ At @e= (4] Al + [xw e =l ATy, (49)

in which A is the Pauli-Jordan distribution for the field equation E#, and A’ is the
corresponding distribution for E’. These equations show that A ., and x are fully determined
by the linear forms (A | -) and (x | -), cf. Ref. [149, Lemma 3.2.1].

At this stage, it is worth noting that the notion of a Pauli-Jordan distribution A for
discontinuous optical metrics g, may well be problematic. For this reason, this thesis will
not make explicit use of Eq. (4.9) and will work with the spatial integrals (- | -) and (- | -)’
involving only solutions to the field equation instead of considering space-time integrals

involving arbitrary test functions.

4.2 Energy in Stationary Space-Times

In stationary space-times, a commonly used method for obtaining an expression for the
energy (a conserved quantity associated with time-translation invariance) is to start from
a stress-energy-momentum tensor 7),, [A*, A'] that is bilinear in the fields (similar to the
Lagrangian L[A*, A’] considered above), symmetric, and divergence-free. Contraction with
a Killing vector field K* yields a divergence-free vector field that can be integrated over

any Cauchy surface X to yield the Ashtekar—-Magnon bracket

(A] A} = / TH, [A%, AJKVT, @, (4.10)
b

which is independent of the Cauchy surface ¥. The classical Hamiltonian # (associated to
the field K*) can then be defined via the equation

{A]A}=(A] A, (4.11)

see Refs. [150, Sect. 4; 149, Sect. 4.3].
However, in linear dielectric media, there are competing definitions of the stress-energy-

momentum tensor 7),,. Whereas Minkowski’s tensor, introduced in Ref. [151], is not
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symmetric, Abraham’s tensor, first defined in Ref. [152], is symmetric but generally not
divergence-free. Despite numerous theoretical and experimental attempts to resolve the
Abraham—Minkowski controversy, a generally accepted stress-energy-momentum tensor for
the electromagnetic field has not been found, see Ref. [153] for a review. As a consequence,

Eq. (4.10) cannot be used in the present context.

Despite the Abraham—Minkowski controversy remaining unresolved, it is nonetheless
possible to introduce a notion of energy for the considered problem. This is made possible
by Noether’s theorem in the form described in Appendix A.1: If K* is a Killing vector
field both for the space-time metric (4)gw, and the optical metric g,,,, Noether’s theorem
asserts that if A, and AL satisfy the source-free field equations and have suitable spatial

decay, then the expression

(4] A} = / (S AL + [Lg ALJITH + AT, LA, A']) e (4.12)
>

is independent of the Cauchy surface X, hence defines a conserved quantity.

Even though the condition that K* is a Killing field for “g,,, and §,,, simultaneously
is a strong restriction, it is nonetheless satisfied in the scenarios considered here, in which
KH is a Killing field of (4)gu,j, the four-velocity of the medium w* is proportional to K*,

and ¢ and y are time-independent in the sense that £, ¢ = £, u = 0. One then has
Eg((4)gul, = 0, ﬂg{E = 0, Sg{{d = 0, u! o g{”, (4.13)

under which circumstances K* is also a Killing field for g,,, and the above conservation

law applies.

In this setup, the definition of the Ashtekar—Magnon bracket {- | -} according to
Eq. (4.12) provides a replacement for the here ill-defined expression in Eq. (4.10), and
the classical Hamiltonian # can be defined using Eq. (4.11). One can then show that the
field equations on stationary space-times imply the “symplectically smeared” Schrédinger

equation
(A|inLyA) = (A| H#HA), (4.14)

see Appendix A.4 for a derivation.

In general, the spectrum of the Hamiltonian #, as defined through Eq. (4.11), is not
bounded from below. This is because relativistic field equations generally admit solutions
with both positive and negative frequencies. In the Feynman—Stiickelberg interpretation,
these two kinds of solutions are regarded as describing particles and anti-particles, respec-
tively [154; 155]. Henceforward, it will be assumed that there exist projectors Py that map
solutions onto their positive-energy or negative-energy parts, respectively, and satisfy

PLA* = (PRA), (4.15)
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as well as
(A A’) = (P4 A| P+A') + (P-A| P_A’). (4.16)

This last requirement expresses the condition that positive-frequency and negative-frequency

solutions are mutually orthogonal.

4.3 Quantization in Stationary Space-Times

In standard quantum optics textbooks, the quantum field operator Ais commonly described
as an operator-valued field [98, Sect. 4.4; 156, Sect. 8.3; 144, Chap. 2]. However, taken
literally, this method leads to mathematical difficulties [149, Sect. 3.1] that can be overcome
using a distributional approach. In view of Eq. (4.9), one is led to consider expressions
of the form (A | A’), where A’ is any classical solution to the field equations, and to
characterize such expressions abstractly instead of attempting to define A directly [149,
Sect. 3.2; 157, Sect. 2.2; 158, Sect. 2]. Although being a well-established approach to field
quantization in curved space-times, this method appears not to have been used previously
to describe the gravitational redshift at the quantum level.

The algebraic approach to quantum field theory is thus concerned with an (abstract)
unital algebra I, called the algebra of “basic observables,” that is generated by expressions
of the form ®(A) and ®'(A), where A is any classical solution to the field equations
(4.2) (with suitable decay properties). Informally, ®(A) and ®'(A) may be thought of as

representing “symplectically smeared quantum fields”
(A" = (4| 4), df(A)=(44", (4.17)

but, in general, such expressions are not to be taken literally.
Since the Klein—-Gordon product (- | -) is anti-linear in its first argument and linear in

the second, it is natural to require

B(A; + M) = B(A1) + X B(4y), (4.18a)
T (A1 + M) = &1(4)) + 28T (4y), (4.18b)

where A; and A, are classical solutions and A € C.
To formulate a generalization of the classical relation (A; | A2) = (A | A1)*, one
requires 2 to be endowed with an involution, here denoted by t, that makes 2 into a

x-algebra and acts on the generators of 2 as
(A = d1(4), oT(A)' = &(4), (4.19)

which is consistent with the informal interpretation (4.17). Further, taking the classical

identity (A; | A2) = —(A% | A}) as guidance, one may formulate what it means for the
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quantized electromagnetic potential to be “real” or “Hermitian,” namely

A

d(4*) = —-1(4). (4.20)

Additionally, one requires a commutation relation for the smeared field operators. In
the description used here, the Heisenberg equal-time commutation relations take the form

[B(A1), ®T(A2)] = (A1 | A2). (4.21)

This can be motivated through the heuristic notation (4.17): if one formally expands
[®(A;), ®1(A,)] in terms of Klein-Gordon products of the classical solutions A; and A
with the “quantum field” A and its associated momentum fI, then Eq. (4.21) is obtained
by imposing the relations

[A“(t, x), 11" (t,y)] = ihd,é(x,y), (4.22a)
[A,t,x),A,(ty) =0, (4.22b)
[1#(t, ), IT(t,9)] = 0, (4.22¢)

where t is a time coordinate whose level sets define a family of Cauchy surfaces, and §(x, y)
is the Dirac delta on such a Cauchy surface ¥. Whereas Eq. (4.22) is to be interpreted
formally (strictly speaking, such equations make sense only when smeared with suitable

test functions), Eq. (4.21) is free of such issues.

The above considerations thus motivate describing basic observables in the theory of a
quantized electromagnetic field as a unital *-algebra 20 (whose involution is here denoted by
1), generated by expressions of the form ®(A), where A ranges over all classical solutions

with suitable decay, such that

(A1 + AA3) = D(A1) + X B(A,), (4.23a)
d(A)T+d(4") =0, (4.23b)
[B(A1), &T(A2)] = (41 | A2). (4.23c)

One may ask whether such a mathematical structure exists. The answer is affirmative:
one can explicitly construct 2 as a quotient of the free x-algebra over the set of classical
solutions A by a suitably chosen ideal [159, Sect. 5.2; 160, Sect. 5.5].

Hamiltonian The next step in the description of quantum optics in curved space-time
is the characterization of the quantum Hamiltonian #. Again, the interpretation (4.17)

can provide some guiding intuition. Starting, heuristically, from the Heisenberg equation
WSy A+ (7, A =0, (4.24)
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formally applying (A’ | -) and using (A4; | ih€xA2) = (ih€x A1 | A2) (which, strictly
speaking, only holds for classical solutions) as well as the classical Schrédinger equation
(4.14), one is led to

[#,D(A)] = —(#A). (4.25)
Using Eq. (4.20) and (#A)* = —# A*, one obtains
[7, 81 (A)] = +81 (7 A), [#,B(A)] = —(#A). (4.26)

Despite the arguments leading to these equations being heuristic, Eq. (4.26) can be regarded
as an abstract definition of # by prescribing its commutators with all generators of A,
which determines # up to a multiple of the identity, cf. Ref. [149, Sect. 2.3].

Ground State For stationary space-times, the postulate of the existence of a “ground
state” |0), i.e., a normalized state of minimal energy (which is here assumed to be zero), is

commonly formulated by the following two conditions:

#10) =0, (4.27)
&(4)[0) =0 for all positive-frequency A. (4.28)

A partial justification for Eq. (4.28) is the following: If A is a classical solution that has
non-zero norm, (A | A) # 0, and positive but not necessarily definite frequency in the sense
of (A| #A)/(A| A) > 0, then if [¢)) = &(A)|0) is non-zero, its expectation value of # is
negative:

(lotly) _ (Al#4) (4.29)

W) — (A]A)

Hence, the requirement of |0) being the state of the least energy leads to Eq. (4.28) for

A with non-zero Klein—-Gordon norm. The validity of Eq. (4.28) for fields of vanishing
Klein—Gordon norm, however, cannot be motivated in this manner. The present method of
working with the gauge degeneracy of the problem thus requires considering Eq. (4.28) as
an independent postulate rather than a direct consequence of the assumption that |0) has
minimal energy.

Whereas ®(A)|0) is required to vanish for positive-frequency A, the states ®f(A4)|0)
are generally non-zero, for they have non-trivial inner products with other states:

(019(4)&1(4)(0) = (0][S(4)), &T(A)]I0) = (4" | 4). (4.30)

The postulate (4.28) thus requires a separate treatment of modes with positive or
negative frequency. Since ®(A4*) = —&'(A), it suffices to study the operators ® and &f

for positive-frequency solutions. If A; and As are both positive-frequency solutions, then
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Eq. (4.21) in combination with Eq. (4.16) implies

[® (A1), $1(A2)] = (41 | 42), (4.31a)
[® (41),® (42)] =0, (4.31b)
[&)T(Al)’ &)T(AQ)] =0, (4.310)

and one requires
d(4)0) =0, df(4)j0) #0, (4.32)

where A is any positive-frequency solution to Eq. (4.2).

Fock Construction So far, the description of the space of states was abstract and
the commutation relation of the “smeared field operators” ® and & was postulated, not
proven. One may thus ask whether such a space of states, together with operators satisfying
the above commutation relations, can be constructed to put the above model on a solid
foundation. The answer is affirmative: an appropriate space of states together with a set
of ladder operators can be obtained by the Fock construction, outlined, e.g., in Refs. [149,
p. 192 ff.; 161, p. 59; 162, Sect. 2].

The Fock construction yields a space of states &, together with ladder operators a(A)

and af(A), where A is restricted to positive-frequency solutions, satisfying

[a (A1),a%(42)] = (A1 | A2), (4.33a)
[@ (A1),a (A2)] =0, (4.33b)
[at(41),4"(A2)] = 0. (4.33c)

Furthermore, the Fock construction provides a distinguished vector |0) € R that is normal-
ized to (0]0) = 1 and satisfies

a(A)|0)y=0 for all positive-frequency solutions A. (4.34)

Denoting by P, the map that projects a classical solution onto its positive-frequency

part, as in Eq. (4.16), the smeared quantum-field operators ® and &' can be defined as

=1

(A) (PLA) —al(PLAY), (4.35a)
&t(4) =al(PLA) —a (PLAY), (4.35b)

Il
&

cf. Ref. [149, Eq. (3.2.10)]. This provides a solid mathematical foundation for the description

of free quantum fields in stationary space-times.

Indefinite Norm The space obtained from the Fock construction mentioned above

contains states that are considered as “pure gauge” or “unphysical.” This is because

50



4.4. Gauge Invariance

the Klein—-Gordon product of classical solutions to the extended field equations (4.2) is
generally indefinite (see Section 4.7 for explicit examples in flat space-time). The reason
for this lies in the presence of gauge and ghost solutions to the classical field equations,
cf. Section 3.2.1. Gauge solutions generally have vanishing Klein—-Gordon norm and are
orthogonal to physical solutions (this is a consequence of Eq. (4.8)), so the non-degeneracy
of (- | -) implies that the Klein—Gordon product of gauge solutions with ghost solutions is
generically non-zero. This implies that ghost modes can generally have norms of arbitrary
sign. It follows that the space of states obtained from the Fock construction in the present
setup does not form a Hilbert space $), but rather a Krein space £. The main method for
the construction of a “physical” Hilbert space $ from £ is the Gupta—Bleuler condition,
the formulation of which requires the notion of a quantized gauge operator.

Quantized Gauge Operator The description of the gauge function x at the quantum
level proceeds in a manner analogous to the description of the quantized electromagnetic
potential A in terms of the operators ® and o given above. The intuitive interpretation
of & and &' stated in Eq. (4.17), together with the classical formula

O | x[A]) = —€[d(X'/vi) | 4), (4.36)

cf. Eq. (4.8), suggests the definition

A

X(x) = —€&(dlx/vaD, X'(x) = —€ 91 (dlx/vaD (4.37)

where x is any solution to Eq. (3.32) (with suitable decay properties).
Using Eq. (4.21) and the fact that pure-gauge modes have vanishing momentum IT¥,

one finds that the smeared gauge operators commute:
[X(x1), X1 (x2)] = 0. (4.38)

Moreover, their commutation relation with smeared potential operators is given by

[2(x), &1(4)] = (x| X', (4.39)

where x’ is the gauge function of the solution A’.

4.4 Gauge Invariance

The above scheme provides a quantization of the gauge-fixed field equations (4.2) by
constructing quantum field operators ® and X as operators on a Krein space K. However,
as R has an indefinite inner product, it cannot be interpreted as a space of physical states
with positive norms. Such a space, however, can be constructed by eliminating gauge and

ghost states using the Gupta—Bleuler condition.
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Gupta—Bleuler Condition Having defined a quantum field operator corresponding to
the gauge function of the quantized electromagnetic field, one can use the Gupta—Bleuler
condition to identify physical states within the Krein space £. Specifically, a state |¢) € 8
is said to satisfy the Gupta—Bleuler condition if, for all positive-frequency solutions x of

the gauge-evolution equation (3.32), one has

X)) =0. (4.40)

Evidently, the ground state |0) satisfies this condition. Moreover, by Eq. (4.39), any state of
the form af(A’)|0) satisfies the Gupta—Bleuler condition if A’ satisfies the gauge condition
X' = x[A’] = 0 since one then has

X(x)al(4")10) = X(x)87(4")10) = [X(x), #7(4)]10) = (x | X')'|0) = 0. (4.41)

More generally, if (Aj);-lzl are classical positive-frequency solutions satisfying the gauge
condition, then af(4;)---a’(A,)|0) satisfies the Gupta—Bleuler condition. In this way,
states satisfying the Gupta—Bleuler condition can be generated from |0) by repeated action
of the creation operator corresponding to positive-frequency solutions satisfying the gauge

condition.

Gauge States The space of all states satisfying the Gupta—Bleuler condition can be

written as

3=[\kerX(x), (4.42)

where x ranges over all positive-frequency solutions of the gauge evolution equation (4.5).
The reduction from £ to 3 eliminates all ghost modes. In the applications considered
below, this removes all states of negative norm. However, the inner product on 3 (induced
from R) is still indefinite due to the presence of gauge modes. Indeed, if |¢)) € 3, then
Xt(x)|¥) also lies in 3, as can be seen from Eq. (4.38). Moreover, XT(x)|¢) is orthogonal
to all of 3 since for any |¢) € 3 one has

(BIXTO)IY) = (WIX(x)Ig)* = 0. (4.43)

This identifies the images of %T() as spaces of pure-gauge states. Hence, the space of all

gauge states in 3 can be defined as
B=3nN (U im 3%*(;0) : (4.44)
X

where, as above, x ranges over all positive-frequency solutions of Eq. (4.5).
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Space of States Given the above descriptions, one has the interpretation

3 = (states satisfying the Gupta—Bleuler condition),
B = (pure-gauge states) .

The physically relevant space of states ) can then be defined as the quotient
H=3/B, (4.45)
or informally:
$) = (states satisfying the Gupta—Bleuler condition)/(pure-gauge states) .
One may thus regard all R-states of the form
a'(4r1)---a'(4,)00),
with all x[Ag] = 0, as defining physical states, since their equivalence classes lie in §.

Gauge Invariance To work with states in §, which are equivalence classes in R, it is

useful to write

[¥) =)+ B, (4.46)

where |¢) + B denotes the equivalence class of |¢)) € 3 modulo ®B. The space ) inherits

an inner product from K by

(@lv) = (dl¥), (4.47)

which is well-defined due to the Gupta—Bleuler condition (4.40).

However, the operators <i>(A) on K do not directly induce operators on . This is
because B is not closed under the action of ®(A) as can be seen as follows: Let |¢) € 3\ B
and ' be any positive-frequency solution to the gauge-evolution equation. Then X1 (x')|#)
lies in B by definition (4.44). If A is any positive-frequency solution to the gauge-fixed
field equations, Eq. (4.39) implies

A A A

(A1) = [8(A), XT()]I9) +B = (x | X')|¢) + B, (4.48)

where x = x[A]. But as |¢) lies in the complement of B, ®(A)XT(x)|¢) is contained in B
only if (x | x')’ =0, so B is not preserved under the action of $(A) unless x = 0.
The above reasoning shows that $(A) can only define an operator in § if A satisfies

the gauge condition x[A] = 0. Hence, for such A, one may define
S(A)p) = D(A)|¥) + B (4.49)
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However, some gauge redundancy persists: if A satisfies the gauge condition, then so does
A" = A+d(x/,/p) if x satisfies the gauge evolution equation (4.5). One then has

B(A) = &(4) - R() + 71X (), (4.50)

where x denotes the positive-frequency part of y. When acting on a vector in 98, the
second term gives zero and the third term produces an element of 8. Hence, one finds

(A)p) = 8(A)y), (4.51)

which demonstrates a restricted gauge invariance of the quantized theory. Finally, one may
define a manifestly gauge-invariant operator \i!(F), where F' is any solution to Maxwell’s

equations, by

[U(F)p) = 19(A)w)), (4.52)

where A is any potential for F, i.e., F = dA, that satisfies the gauge condition x[A] = 0.
By the above considerations, this operator is well-defined and independent of the particular
choice of potential A. The operator \iI(F) can be interpreted as the quantized electro-
magnetic field, symplectically smeared by the classical field F. Operators Val (F) can be
constructed analogously, and their commutation relation is found to be given by

(¥ (F), ¥1(F)) = (F | F'), (4.53)
with

(F|F)=—1 / (AG™™ — A\,GM)T,, @, (4.54)
b

where A and A’ are potentials for F' and F’, respectively, which need not satisfy the
gauge conditions x = 0 or x' = 0, ¥ is any Cauchy surface, I, denotes its future-pointing
unit co-normal and ®)k its volume form. Although (F' | F’) is defined through concrete
potentials A and A’, Stokes’ theorem shows that the resulting integral is invariant under
gauge transformations so that (F' | F’) is well-defined. Note that in vacuo, (F' | F’) reduces
to the standard Klein—Gordon product of electrodynamics as defined, e.g., in Refs. [149,
Sect. 4.8; 157, Sect. 2.1].

Equation (4.53), together with the gauge-invariance of (F' | F’) demonstrates the
full gauge-invariance of the quantization scheme described here. This completes the
Gupta—Bleuler quantization of electrodynamics in curved space-times for linear isotropic

media.
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4.5 Formal Mode Expansion

The quantization scheme describe in Section 4.3 is based on an abstract *-algebra generated
by expressions of the form <i>(A' ) where A’ is any classical solution to the field equations with
finite Klein—Gordon norm. Whereas such expressions can be interpreted using the heuristic
expressions given in Eq. (4.17), the above does not require the notion of a quantized field
operator A. However, quantization schemes based on the notion of field operators continue
to be used in the literature despite the fact that some expressions arising in such formalisms
are mathematically ill-defined [149, Sect. 3.1]. This section describes the relation of the
abstract quantization scheme of Section 4.3 to such heuristic methods, as well as the

differences in these approaches.

Whereas mode expansions for systems with positive-definite Klein—-Gordon products
are commonly based on “complete orthonormal sets” [107, Sect. 3.2; 97, Sect. 14.2; 161,
Chap. 3], the indefinite Klein-Gordon product arising in the current setup requires a
different approach. Let (X, 1) be a measure space and, for each k € X, let Ay and A; be
positive-frequency solutions such that the Klein—-Gordon product of any pair of solutions

A’ and A” with suitable spatial decay can be written as
(A" A") = / {(A"| Ap)(Ag | A") — (A" | A7)(A% | A")} du(k), (4.55)
b's

which can be loosely interpreted as “completeness relations” stating that any finite-norm

solution A’ can be expanded using the “mode set” Ay as

A = [ 10— (47| 4043 au), (4:56)
and also in the “reciprocal mode set” A, as

A= /X{<Ak | A)Ay — (A} | )AL dp(h) (4.57)

However, the formal meaning of such equations lies mainly in Eq. (4.55). If one uses

Eq. (4.56) repeatedly and disregards convergence issues, one formally obtains

A= / {(Ay | Ap) (A | A) Ak + (A% | AL)(AY | A) AR} dp(k) du(k') . (4.58)
X2

Comparison with Eq. (4.56) then suggests the formal result
(4, | Ay) = +6(k, k'), (45| Ap) = —6(k, k'), (4.59)
where § denotes a Dirac delta.
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The formal expansion of the field operator A in terms of the mode set A then reads
A= [{Ava4y) + 46 (40} dutk) (460
X
and the expansion in terms of the reciprocal mode set A, takes the form

A= [{Aa(40) + 46 (A0)} dutk) (4.61)
X

where the formal ladder operators é(Ay) and a'(Ay) are required to satisfy the commutation

relations

[6(Ar),a(Ap)] =0,  [a(Ax),a(4,)] =0, [a(Ak),a'(4y)] = 6(k, k). (4.62)

In this picture, the ladder operators thus play the role of “generalized Fourier coefficients”

arising in the mode expansion of classical solutions.

The practical justification for such mode expansions is that if one “computes” (A’ | A)
using Egs. (4.3), (4.60) and (4.61), one obtains ladder operators satisfying the Heisenberg
commutation relations (4.21). Moreover, if the gauge function § of A is computed term-
by-term in the above expansion and then smeared by a classical solution ¢ to Eq. (4.5)
using Eq. (4.7), one obtains an operator with the same algebraic properties as X(¢) defined
in Eq. (4.37). Finally, this notation motivates the nomenclature of a4(A’) and af(4’) as
annihilation and creation operators, as for any positive-frequency solution A one has

[4,af(A)] = +A, [4,a(A)] = —A*. (4.63)

Taking Klein—Gordon products of these equations with another classical solution A’

reproduces Eq. (4.31).

Mode expansions as in Egs. (4.60) and (4.61) are commonly used in textbooks on
particle physics [102; 145; 163; 164], quantum optics [98; 144; 156], and also in recent
work on quantum optics in curved space-times [5; 41-44; 46; 165]. However, the general
quantization scheme described in Section 4.3 does not rely on such mode solutions, which
shows that certain quantum properties of the electromagnetic field can be described without
detailed knowledge of the full spectrum of solutions to the classical equations. This is
particularly relevant to the applications considered in this document: describing the
propagation of quantum states of light in optical fibers in a curved space-time does not
require any knowledge of light propagation far away from the fiber. This approach is used
in Chapter 6 to describe photon interferometry in stationary space-times using only a finite

number of classical wave packets instead of an infinite set of modes.
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4.6 Single Modes

Whereas the mode expansion described above requires a complete set of modes, the general
methods described in Section 4.3 show that the ladder operators a(A) and af(A) of a single
classical solution A can be described consistently without the need to compute further
modes to obtain a complete mode expansion. This section describes standard concepts

used in the description of such single modes.

If & and &' are the ladder operators corresponding to a normalized classical solution A,

one has
[a,4] =0, [af,af] =0, [a,a7]=1. (4.64)

As a cannot be Hermitian, it is not an observable. However, one can define the quadrature

operators

i= (@ +a), p= 5" -4a), (4.65)
which are Hermitian. The commutation relation of & with &' implies

4,6 =, (466)

so that § and p behave similarly to position and momentum in non-relativistic quantum

mechanics.

Displacement Operator To study coherent states of light, it is customary to define

the unitary displacement operator [166]
D(a, 4) = exp [adf(4) - a*a(4)] , (4.67)

where A is a normalized positive-frequency solution and o € C is a complex “displacement
parameter.” Since, in the current formalism, & and a' are also well-defined for solutions
that are not normalized, and since &' is linear whereas @ is linear, it suffices to consider

expressions of the form
D(4) = exp [a'(4) — a(4)] , (4.68)

where A is any positive-frequency solution (not necessarily normalized). A key property of

this operator is that if A and A’ are any positive-frequency solutions, one has

DY(A") a(A)D(A") =a(A) + (A 4), (4.69)
Di(ANaT(A)D(A) = al(A)+ (A" | A), (4.70)

57



Chapter 4. Quantum Optics

as one can readily show using a special case of the Lie-Hadamard formula stating that if
X and Y commute with [X,Y], then eXYe X =Y + [X,Y]. Using Eq. (4.35), one further
obtains

DY(A") $(A)D(A") = B(A) + (A | 2Re A'), (4.71a)
DY(AN®T(A)D(A") = d(A) + (2Re A’ | A). (4.71b)

In the heuristic notation Eq. (4.17), the displacement operator thus acts on A as
DY(ANAD(A') = A+2ReA’. (4.72)
This shifting property motivates naming D(A) a displacement operator.

Coherent States Using the above definition of the displacement operator, one can define

coherent states as
|coh(A")) = D(A')|0). (4.73)

Whereas the ground-state has a vanishing one-point function, (0|®'(A4)|0) = 0, Eq. (4.71)
shows that |coh(A’)) has a non-trivial one-point function:

(coh(A")|®F(A)|coh(A')) = (2Re A" | A). (4.74)
In the heuristic notation of Eq. (4.17), this is commonly written as
(coh(A')|A|coh(A')) = 2Re A’ = A' +c.c., (4.75)

where c.c. stands for the complex conjugate of the preceding term. Coherent states thus
closely resemble classical states of light.
An explicit expansion of coherent states in terms of Fock states can be obtained using

the formula

A

D(A) = e~ 241D exp[+aT (4)] expl-a(A)] (4.76)
which follows from the Kermack—McCrea identity [167]. With this expression, one finds
1 ’ /
|coh(A')) = e~ 244 explat(A4')]]0). (4.77)

In particular, if A’ = @A with (A | A) = 1, one obtains

Icoh(A’)>=e‘%'“'2§j F(@'(4)"0) = e ~3lol?

X5 Z \/_|(A n)), (4.78)

where |(A,n)) is the Fock state describing n excitations in the mode A. This shows that the
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photon numbers in a coherent state |coh(A’)) follow a Poisson distribution with parameter
|of? = (4" | 4)).

4.7 Illustration: Jauch—Watson Problem

To demonstrate the methods developed so far, this section briefly discusses the simple
case of light propagating in a linear dielectric in flat space-time, where the medium’s
four-velocity u* is covariantly constant and both the permittivity € and the permeability
u are constant. Such a setup was first considered using alternative methods by Jauch
and Watson in Refs. [108-110]. Here, the problem is first approached using the method
of formal mode expansions, as described in Section 4.5, and the algebraic approach is

presented at the end of this section.

In flat space-time, /g, reduces to the Minkowski metric
g, detde” = —dt? + dz? + dy? + d2?, (4.79)

and the optical metric for a medium at rest in the considered inertial coordinate system is

given by
g, detdz” = _d# + E(d2? + dy? + dz?) (4.80)
w Y . .
The evolution equation for the gauge function yx, generally given by Eq. (4.5), takes the
form
§7°0,0,x =0, (4.81)

which has plane-wave solutions of the form e?**, where k.z = k,z", and k,, is lightlike with
respect to the optical metric g*”. In the following, such wave covectors will be referred to
as future-pointing (or past-pointing) if K* = gi¥k,, is future-pointing (or past-pointing).
For future-pointing &, and kj,, the Klein-Gordon product defined in Eq. (4.7) yields

(eFihe | FH ) = L5(k, k), (4.82)

(ezl:z'k.x | eq:ik’.z) =0, (4.83)
with

5(k, k') = —2§"k,I, (2m)%5(k — k), (4.84)

where k denotes the spatial part of k,. Similarly, the field equation for A, reduces to
§7°0,0,A,=0, (4.85)
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which also has plane-wave solutions:

A, =a,,*®, (4.86)
whose gauge functions take the form

X = ig“”kual,eik'“’ . (4.87)
For future-pointing wave covectors k,, and k;” Eq. (4.3) yields

(aetihe | ol eFiH oy = +ga%al, 6(k, k'), (4.88)

(aeiik'w | a'eﬁk/'w) =0. (4.89)
Further, Eq. (4.12) for the Ashtekar-Magnon bracket yields

{aezl:ik.x | a/ezl:ik’.x} — (:th{uk#)(ae:tik.x | alezl:ik’.x) , (490)

{ae:tik.x | aleq:ik’.x} =0, (4.91)
so that the Hamiltonian # is found to act on plane waves as
# (aetF*) = (—h?(“ku)(aeik'w). (4.92)

Equivalently, the energy of plane wave modes relative to the Killing vector field K* is

given by
E = -h%*k,, (4.93)

which is in agreement with the general Schrodinger equation (4.14).

As described in Section 3.3.2, the anomalous Doppler effect implies that the sign of
E is not invariant under Lorentz transformations of the Killing field A*, which shows
that different choices of K* lead to different notions of photons. This observation has
applications in the theoretical description of the Cherenkov effect [168-170], which, however,
lies beyond the scope of this work. Hence, the remainder of this section uses K* = u”,
as stated in Eq. (4.13), in which case the notion of k, being future-pointing and having

positive frequency coincide.

Gupta—Bleuler Condition It follows from the general considerations in Section 4.3
that af(A)|0) defines a physical state in the sense of the Gupta-Bleuler scheme if and
only if A satisfies the gauge condition. For wave packets built out of the Fourier modes

described here, this requires that each Fourier component aMeWL““'“c

satisties g"’a,k, = 0.
For completeness, and to make contact with notation commonly used in quantum optics,
this section describes the Gupta—Bleuler condition using the formal method of mode

expansions described in Section 4.5.
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Every future-pointing &, can be extended to an optical null frame (kw ” (1) 6(2)“),

with k, and [, being real, and €@ complex, satisfying

§"k,k, =0, G, =0, Gk, =1, (4.94a)
gll’l/kue(i)y = 0, guulﬂe(i)y = 0, g“ye’&)ue(j)y - 62 . (4.94b)

The mode expansion (4.60) then takes the form
A= / {eyin(k) + e, an(k) + ke(k) + 1b(k) } €7 du(k) + Hee. (4.95)

Here, the integral extends over the set of all future-pointing k,,, satisfying §*“k,k, = 0,

with the measure

h d3k

(4.96)

H.c. denotes the formal adjoint of the preceding term, and a;(k), b;(k), and &(k) are the

ladder operators associated to physical modes, gauge modes, and ghost modes, respectively:
ai(k) = a(epe*"), b(k) = a(ke*), &(k) = a(le™®), (4.97)

and the k-dependence of the null frame was suppressed for notational simplicity. Computing

the gauge function term by term, one obtains

$=1i / {BR)e™= — Bt (k)e "=} du(k). (4.98)
The positive-frequency component is then given by

) = / b(k)et*=du(k), (4.99)
and the Gupta—Bleuler condition for a state |¢)) then requires that

b(k)|y) =0 for all future-pointing k,,. (4.100)
Note that this does not remove gauge excitations since

b(k)' (K')|0) = [b(k), 5" (K)]|0) = (ke | ke )|0) =0, (4.101)

as gauge solutions have vanishing norms. Instead, this condition correctly removes ghost

excitations as
b(k)é! (k')[0) = [b(k), &' (K)]|0) = (ke | 1e'*)|0) = 6(k, k')|0) # 0. (4.102)

Hence, the space 3 consists of all states generated from |0) by repeated application of
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&;r and lA)T, whereas B consists of all states generated from |0) by a sequence of raising
operators containing at least one gauge-creation operator bt. The quotient ) defined in
Eq. (4.45) can thus be identified with the space of states generated from |0) by repeated
application of &;[. This confirms the expectation that every photon wave vector allows for

two states of polarization.

Algebraic Description Even though the above discussion of the problem was based
on the non-rigorous mode expansion (4.95), it is not difficult to extend the description to
the algebraic framework described in Section 4.3. Indeed, positive-frequency wave packet

solutions to Eq. (4.85) are given by Fourier integrals of the form
2 .
A= / {Z bi(k)eqy + do(R)k +d_(K)L } e** du(k). (4.103)
i=1

According to Section 4.4, the corresponding state ®1(4)[0) = af(A)|0) satisfies the
Gupta—Bleuler condition (4.40) if and only if the classical solution satisfies the gauge
condition x = 0, which is equivalent to ¢_ = 0. Since ¢);, describes pure-gauge contributions
and is thus physically irrelevant for defining quantum states, there is no loss of generality in
setting (), = 0. Using Plancherel’s theorem, the Klein—-Gordon norm of such wave packets

can be written as
2
(A14) =3 [ 4wk du(k) (410)
=1

so that finite-norm solutions are obtained whenever this integral converges. Each normalized
wave packet A of this form then gives rise to a positive-norm state a'(A)|0) in the Krein
space R, whose equivalence class defines a quantum state in the Hilbert space . Inner
products of such states can then be computed using Eq. (4.33a). For example, one has

2
(Ola(A)a’(A)j0) = / 47 (k)4 (k) dpa(k) (4.105)
=1

which is the same result as one would obtain from the mode-expansion approach using
Egs. (4.17) and (4.95). In this way, results from the mode-expansion quantization approach
can be translated to the algebraic approach by forming normalizable wave packets.
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4.8 Summary

The model developed here describes the quantum electromagnetic field in arbitrarily linear
isotropic media in general globally hyperbolic space-times, provided the configuration
is static in the sense that there is a vector field K* satisfying both £4®g*” = 0 and
Lxg" = 0, where WgM” is the (contravariant) space-time metric and g"” is the optical

metric

g = %((4)9’“’ + utu”) — e vt
with u#, €, and y denoting the dielectric’s four-velocity, permittivity, and permeability,
respectively.
In the present model, the physical states are generated from the ground state |0) by
repeated action of creation operators of the form af(A), where A is any classical positive-
frequency solution of suitable spatial decay that satisfies the gauge condition x[A] = 0,

where x is the gauge function
X = “Vu(VEF"A,).
The inner product of such states is expressible in terms of the Klein—Gordon product

(Al 4) =5 [ - g,
by

where ¥ is any Cauchy surface, ® is the volume form on ¥ induced by the space-time

volume form e, and IT* is the momentum

| 2]

IM[A] = —(G* — " )T,

where I, is the Gauss map (unit co-normal) of the Cauchy surface ¥, and the excitation
G is related to the field strength F},, = (dA),, via the constitutive relation

G' = ghtg"’F,, .
In particular, the inner product of two one-photon states is given by
(0la(A1)a" (42)[0) = (A1 | Az).

The general methods used to construct the presented quantum theory are well known
in various fields of theoretical physics: the usage of algebraic formulations is standard in
the field of quantum field theory in curved space-times, as is the Gupta—Bleuler method,
which was developed in the field of particle physics. Also, generalizations of the Lorenz
gauge to account for the permeability and permittivity of dielectric materials have been

used previously in classical and quantum optics (mostly without particular emphasis on
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either special or general relativity). The present chapter shows that these methods can be
combined to develop a quantum theory of the electromagnetic field that simultaneously
accounts for stationary gravitational fields and linear isotropic dielectrics with potentially
discontinuous permeability and permittivity functions.

The algebraic structure of the quantum theory described here is seen to be independent
of the concrete details of the space-time under consideration and the dielectric media
located therein. However, to make concrete predictions for a specific setup, one needs
to solve the field equations to obtain classical solutions A that serve as the basis of the
quantum description of the electromagnetic field in a curved space-time. Such explicit

calculations are presented in the next chapter.
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Having laid out a quantization scheme for the electromagnetic field that accounts both
for linear dielectric media and stationary gravitational fields, the next step towards
making concrete experimental predictions is to find explicit solutions to the field equations
formulated in Section 3.2.1. As explained in the introduction, current experimental
proposals suggest using optical fibers to guide light through Earth’s gravitational field
along prescribed trajectories. Hence, one is facing the task of modeling optical fibers in
curved space-time and solving the field equations in this setting.

Whereas the resolution of Maxwell’s equations for straight step-index optical fibers in
flat space-time is textbook material [171, Chap. 3; 172, Chap. 16], their solution in more
general scenarios is not as simple. The first explicit (perturbative) solution to Maxwell’s
equations in straight optical fibers at a constant gravitational potential was provided in
Ref. [48], see also Ref. [4]. This calculation was carried out before the development of
the gauge-fixed field equations described in Section 3.2.1 and was thus performed at the
level of the field strength F,, and excitation G*”. Later work extended these results by
including the shift vector arising from Earth’s rotation in Ref. [94] and demonstrating the
viability of obtaining a consistent quantum theory of gravitational fiber optics from the
gauge-fixed field equations by solving them exactly for the case of a locally constant lapse
function and vanishing shift vector [49]. A method of solving these equations for more
general fiber geometries (but assuming space-time to be flat) was developed in Ref. [173].
Generalizing these previous results, this section provides a general perturbative solution
to the gauge-fixed field equations for step-index optical fibers of arbitrary geometry in

arbitrary stationary gravitational fields.

5.1 Methodology

To obtain concrete equations for fiber optics in the presence of gravity, one must model
optical fibers in curved space-time. Whereas general relativity is most efficiently described
in the language of space-time geometry, in practice, experimental setups are described in

a language that distinguishes between space and time. This suggests using the methods
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described in Section 2.3, where the geometry of space-time is expressed in terms of the
spatial metric (3)gij, the lapse ¢, and the shift §;. The geometry of optical fibers can then
be described in the language of three-dimensional spatial geometry, i.e., the fibers are
modeled as extended objects in a Riemannian manifold (., (3)gij). Concrete predictions for
(®g;;,¢, ;) were already discussed in Section 2.6. However, one can solve (in a perturbative
manner) the field equations of electrodynamics for optical fibers in a general setting that
relies only on few assumptions (specified below) on ((3)gij ,¢,§;) but does not require explicit
expressions for these quantities. This can be done using the following method, which
first constructs coordinates adapted to the problem, models the problem in these adapted
coordinates, and sets up a perturbative calculation scheme.

The first step is to erect spatial Fermi coordinates (analogous to the space-time Fermi
coordinate system described in Section 2.5) around the baseline <y of the optical fiber. This
coordinate system then provides an optimized Taylor-series expansion of the spatial metric
“’gij around <, which is valid for all times as the space-time is assumed to be stationary,
and the optical fiber is assumed to follow timelike Killing trajectories. Similarly, one can
approximate the lapse ¢ and shift §; in the vicinity of v using the Taylor series in the
adapted Fermi coordinates. Effectively, this constitutes an expansion of the space-time
metric around v in powers of the distance from the fiber’s baseline. This scheme thus
reduces the required information on the space-time geometry to a limited set of functions
along the baseline v which characterize, for example, the bending of the curve and the
space-time curvature along it.

The second step is to model the geometry of the fiber cross-section in this framework.
Since the aforementioned Fermi coordinates are orthonormal along the baseline and
deviations from orthonormality in the cross-sectional plane are typically negligible (they are
on the order of the squared fiber radius multiplied by certain components of the Riemann
curvature tensor), these coordinates can be considered as quasi-Cartesian over the fiber
cross-section without significant error. Hence, the problem is reduced to describing the
fiber cross-section and refractive index profile in such quasi-Cartesian coordinates. Even
though the explicit calculations in this document rely on the simplifying assumption of a
translation-invariant refractive index profile of a step-index fiber, the general formalism
described below allows for arbitrary transverse fiber geometries.

Irrespective of the precise details of the fiber cross-section model, one further assumption
is required to obtain explicitly solvable equations for light propagation in this setup. The
main assumption underlying the calculations presented in this chapter is that all functions
describing either the space-time geometry in the vicinity of the fiber or the cross-sectional
geometry of the fiber are slowly varying in the following sense: To an electromagnetic wave
in an optical fiber, one may associate a characteristic length scale £y, such as the optical
wavelength or the core radius (in single-mode fibers, these two quantities are typically
on the same order of magnitude). Similarly, any other external parameter ¢ (such as
any component of the fiber normal or the Riemann curvature tensor, expressed in Fermi

coordinates) is associated with a length scale #;. If, in geometric units, ¢ has the dimension
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(length)* and if s denotes the arc length along the fiber’s baseline v, the following equations

assume that ¢ can be written as

¢ = p(s/ty), (5.1)

where 1 is a dimensionless function at most on the order of unity, whose derivatives are at

the same order of magnitude. If e = £y/¢; < 1, one can write

¢ = tip(es/ly) (5.2)

and use the method of multiple scales [174, Chap. 11; 175, Chap. 6] to set up an explicitly
solvable perturbative scheme, see also Refs. [176; 177] for applications of the multiple-scales
method in related problems.

This assumption on the separation of scales, which requires all external parameters to
vary on length scales much longer than the optical wavelength, is met in most applications.
For example: typical single-mode fibers have core radii on the order of micrometers. If
such a fiber is bent over the length scale of centimeters, the Fermi components of the
baseline’s normal can be written in the above form with € = pm/cm = 107 and ¢ < 1
[173]. Similarly, for a fiber placed vertically in a 1/r potential ¢ = —M/r with r = R+ s,
s < R and R > 2M, second derivatives of ¢ (which determine the Riemann curvature
tensor) can be written in the above form with ¢; = R and ¥(s/R) = (2M/R)(1 — 3s/R).
For illustration: setting M equal to Earth’s mass and R equal to Earth’s radius, one
obtains € ~ 10713 and ¢ < 1077.

The scheme outlined above is implemented in the following calculations, which are
structured as follows: Section 5.2 describes the spatial Fermi coordinate system adapted
to the fiber baseline and provides explicit formulae for the Taylor-series expansion of the
lapse ¢, shift §;, and spatial metric (B)gij. Section 5.3 then provides a classification of the
various terms arising in such an expansion and identifies the terms of main interest for the
applications considered in this document. To gain first insights into the problem, simplified
models based on the eikonal equation and the proper-time of light rays are discussed in
Sections 5.4 and 5.5. Section 5.6 then provides a perturbative solution of the gauge-fixed
Maxwell equations for optical fibers in stationary gravitational fields that incorporates
effects arising both from the lapse, ¢, and the tangential component of the shift vector, £ I
The results for single-frequency modes and wave packets are described in Section 5.7 and
Section 5.8, respectively. Finally, extensions of this perturbative scheme are discussed in
Section 5.9.

5.2 Geometry of Curves

To describe the geometry of optical fibers in curved space, this section reviews the basic
notions of the geometry of curves in three-dimensional Riemannian manifolds and describes

an adapted coordinate system that serves as the basis of the explicit calculations below.
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Frenet—Serret Frame Consider a curve v forming the baseline of an optical fiber. If s

denotes its arc length, the unit tangent vector is given by

T = dy'(s)/ds, (5.3)
and the normal vector is

V= ONpTe . (5.4)

Defining the curvature  as the norm of ¥ (k? = y,1*) and setting N = v%/k to be the

unit normal (in regions of non-zero curvature), one has
V' = kN, (5.5)
Furthermore, the binormal B? is defined as the cross-product

B; = %, TINF . (5.6)

In regions of non-zero curvature x, one thus obtains the orthonormal Serret—Frenet frame
(T, N, B). The evolution of this frame along the curve is described by the Serret—Frenet
equations [178, p. 34]

OVpT? = kN?, OVrNt = —kT" 4+ 7B, ®OVrBt = —TN°¢, (5.7)
where T is the torsion

T = Bi(:j)VTNi = _Ni (S)VTBi . (58)

Fermi—Walker Transport The Fermi—Walker derivative ®Dy along a curve 7 is a

differentiation operator of tensor fields along v, defined by its action on vector fields v* as
@Dt = OVt 4 Tiijj - I/iTj v, (5.9)

see, e.g., Ref. [179]. This expression differs from the Fermi-Walker derivative along timelike
curves in Lorentzian manifolds by the sign of the last two terms, cf. Eq. (2.62). One readily
verifies that this derivative is metric-compatible, ®D,®g, ; =0. Whereas @VpT" vanishes
only if 7 is a geodesic, the Fermi—Walker derivative satisfies ®D T = 0 for all curves. It
follows that if v* is Fermi-Walker transported along 7, that is to say ®Dgv® = 0, then the
inner product Tivi remains constant along the curve.

In terms of the Fermi—Walker derivative, the Frenet—Serret equations (5.7) take the

form
D, T* =0, ®D,N* = +7B", ®D,B* = —TN". (5.10)
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If p is any point on <y (without loss of generality, let p = (0)), one may choose an
orthonormal frame (7% e,,e,?) on p. This frame can then be extended along the entire

curve v by Fermi—Walker transport:
®Dye;” = @Dyey’ = 0. (5.11)

Explicitly, these vectors can be constructed from the unit normal N? and the binormal B?

using
(61’:(3)) _ (cosﬂ(s) —sinﬂ(s)) <N1(8)> , (5.12)
ey’ (s) sind(s)  cosd(s)) \B*(s)
where the rotation angle 1 is given by integrated torsion along the curve:
¥(s) = /Os 7(s") ds’ + const. (5.13)

The integration constant is fixed by the initial angle between the frame (e,% e,') and
the transverse Serret—Frenet frame (IN?, B%) at the reference point p = v(0). Whereas s
was previously defined only on ~, this constriction extends s to a coordinate function in
the neighborhood of the curve that reduces to the arc length when restricted to 7. An
illustration of the Serret—Frenet frame and the Fermi—Walker frame is given in Fig. 5.1a:
whereas (e,’, e,’) coincides with (N?, B?) at the lower end of the curve, the Fermi—Walker
frame is visibility rotated against the Frenet—Serret frame at the upper end of the curve.
The rotation angle at that point is equal to the integral of the torsion between the two

endpoints.

Fermi Normal Coordinates The Fermi normal coordinate system (s,z%) = (s,z,y)
with a = 1,2 is then defined through the chart

¢(s,2,y) = €XP~(s) [z%€q(s)], (5.14)

where exp : T. — . is the exponential map on the spatial manifold . (which maps
tangent vectors to the point reached by the corresponding geodesic at unit affine parameter).
Figure 5.1b illustrates such a coordinate system for the curve considered in Fig. 5.1a: the
transverse coordinate grid is aligned with the Fermi-Walker frame (e,%, e,’) and hence
rotated against the Frenet—Serret frame by an angle that increases along the curve by a

rate equal to the torsion.

Expansion of the Metric Tensor Since the frame (T%,¢,’, e,!) is orthonormal, the
metric tensor Vg, in Fermi normal coordinates reduces to its standard form J;; when

evaluated on the curve . Additionally, the only non-zero spatial Christoffel symbols along
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(a) Comparison of the Frenet—Serret frame (blue)  (b) Illustration of Fermi normal coordinates in
with the Fermi-Walker frame (orange). At each  a tubular neighborhood of a curve. The coor-
point along the curve, the Frenet—Serret frame  dinate axes are aligned with the Fermi—Walker
is obtained by rotating the Fermi-Walker frame  frame (shown in orange in the left figure).
around the tangent (green) by an angle equal

to the integrated torsion.

Figure 5.1: Illustration of the Frenet—Serret frame and the Fermi—Walker frame along a
spatial curve (a) as well as of Fermi normal coordinates along the same curve (b).

the curve are determined by the normal v,,:

(B)Fass = _(S)Fsas = _(B)Fssa =Vy- (515)

Expanding the spatial metric (3)gij as a Taylor series around the curve 7, one obtains

®g = [(1 —y,z%)?% — (3)Rsasﬂw°‘w5] ds?
+ 3R, 5, x%aPds da” (5.16)
+ [%5 - %(3)Ra7ﬁ5w7x6] dz®dz? + O(r?),

where 72 = d,, 6maxﬁ = 22 + 92, In this expression, the components of the spatial curvature
tensor are to be evaluated on the baseline, i.e., z = 0, and are thus functions of the
arc length s only. Note that, in three dimensions, the Riemann tensor (3>Rijkl is fully
determined by the Ricci tensor R, ; [60, Corollary 7.26]. However, this does not yield a
significant simplification of the local expansion of the metric tensor.

To study light propagation in bent fibers in flat space-time, Lai et al. introduced
a slightly different coordinate system based on the Frenet—Serret frame instead of the
Fermi-Walker frame [180; 181], see also Ref. [182]. In such a coordinate system, however,
the normal v, enters in three metric components ®g_;, but in Fermi normal coordinates

only ®g.. depends on v,. Moreover, as the Frenet—Serret frame is undefined in regions
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where the curvature vanishes, such coordinates are undefined at straight fiber segments

whereas the Fermi normal coordinates are also well-defined there.

Expansion of the Lapse and Shift Analogously to the components of the metric
tensor, (3)gij, one can expand the lapse function ¢ as a Taylor series in powers of the

transverse coordinates x%:

((s,2,) = ((5,0,0) + V,((s,0,0)2* + 3V, V5((5,0,0)z%z” + O(r*)

5.17
= ((s) + V ((s)z* + %VaVﬁC(s)xawﬂ +0(r3). (5.17)

Here, ((s) is the lapse along the baseline of the optical fiber, V is the flat connection in
the transverse plane, i.e., V, = 9, in Fermi normal coordinates, and V,,((s) and V,V4((s)
are the first two transverse derivatives of the lapse, evaluated on the baseline. A similar

expansion can be applied to the shift vector &, with the following result:

E(s,z,y) = £(s) + V,(s)z™ + %Vavﬁéi(s)wo‘xﬁ +0(r®). (5.18)

Complex Triad For the subsequent calculations, it proves advantageous to introduce
the vector fields

ey =0, ey = 75(0, F 18y) = \/%eﬂ@(aw Fi0,), (5.19)

where (s,r,0) are cylindrical coordinates related to the Fermi normal coordinates (s, z,y)

via

x =rcosf, y=rsind. (5.20)
The corresponding co-triad is given by

el = ds, o* = J(dr £ irdf) = JoeT(de £ idy). (5.21)

The reason for introducing this frame is the following: if one expands, for example, the
term x*V,((s) arising in the Taylor expansion (5.17) as a Fourier series, one has

2Vl (s) = J5rVil(s) + V_((s)], (5.22)

where V,.((s) depends on the angle § as e*%:

Vi((8) = Veu () = 51Vil () F iV, (s)]e™™. (5.23)

This structure also extends to higher derivatives. For example, V, V, ((s) depends on the
angle 6 as et? whereas VLV (s) is independent of 6. For vector fields, however, the
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situation is different: the contravariant components of the lapse ¢+ depend on 6 as e¥%:

£5(s) = (€7 £ig¥)e™™. (5.24)

+

However, since ¢~ is metrically equivalent to e (on the baseline), the covariant components

have the expected angular dependence:

€x(s) = €7 (s), and thus €+(s) = J5(&:(s) F i€y (5)e™ . (5.25)

Hence, in cylindrical Fermi coordinates, the covariant frame indices separate the various
Fourier components of any tensor along the baseline. This Fourier decomposition serves as

the basis of the classification of the metric coefficients described in the next section.

5.3 Classification of Terms

Before doing explicit calculations, it is useful to discuss the interpretation of the various
terms arising in the above expansion of the metric tensor and to categorize them in order
to structure the subsequent analysis.

In view of the explicit expressions for the lapse ¢, shift &;, and spatial metric (S)Qij
in space-time Fermi normal coordinates described in Section 2.5, one has the following

interpretation:

v, (s) is the normal of the fiber’s baseline,

o ((s) encodes the gravitational redshift along the baseline,

e V,((s) describes the gravitational acceleration transverse to the baseline,

o V,Vg((s) describes second variations of the lapse in the fiber cross-section,
. ¢ (s) is the shift (mostly arising from rotation) along the baseline,

o £, (s) describes the shift in the fiber cross-section,

« @R, 5(s) is the spatial curvature evaluated on the baseline, thus describing the

deviation from flatness in the fiber cross-section.

These quantities fully describe the space-time geometry along optical fibers in a
stationary space-time. To model the propagation of light in such fibers, one must also

characterize their kinematic and optical properties. Specifically, one has to specify
e the four-velocity of the fiber,
e the optical properties of the fiber core and fiber cladding
e the geometry of the core-cladding interface.
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”\

(a) The currently used model assumes the (b) More realistic models may include
fiber cross-section to be circular throughout. bending-induced deformations of the fiber
cross-section.

Figure 5.2: A simplified model of the deformation of a fiber’s cross-section due to bending
is obtained by assuming the core-cladding interface to be compressed in the direction of the
normal NNV; and stretched in the direction of the binormal B; by an amount depending on
the curvature k. The left panel shows the currently used model that neglects such effects,
and the right panel shows such a fiber deformation with stretching and compression factors
of equal magnitude. Additional deformations may arise from forces applied to support the
fiber in a gravitational field (not shown).

In the following, the four-velocity u* of the fiber will be assumed to be proportional to
the Killing vector field (K*) = (1,0), so the components of u* are fully determined by the
lapse ¢ and the shift £, via the equation

() = (1/4/¢2 = li€lI*,0) - (5.26)

This fully determines the kinematic properties of the optical fiber so that it remains to
model its dielectric properties. As the following calculations are based on Fourier series in
the angular variable #, and the decomposition of the aforementioned geometric quantities
using the complex frame Eq. (5.19) separates such Fourier components, it is useful to
describe the remaining optical properties in a similar manner. For example, the defining
equation for the core-cladding interface r = p(6, s) can be expanded in a Fourier series as

p(0,s) = Z Pm(s)e™™ . (5.27)
meZ

Optical properties in the fiber core and cladding, such as the refractive index n(r, 8, s) can
similarly be expanded as Fourier series in # where the Fourier coefficients depend both on
the radial variable r and the arc length s. Contrary to the various geometric functions
described above, however, it is not appropriate to expand the refractive index n as a Taylor
series in r around the baseline. For example, in step-index fibers, the refractive index is
piecewise constant so that a Taylor expansion around the baseline would not capture the
discontinuous transition to the refractive index in the cladding or that of ambient air.
The calculations in this chapter are based on the simplifying assumption that the core
and the cladding are linear media with constant refractive indices n1 and ng, respectively,

and that the core-cladding interface is circular at constant r (in the adapted Fermi normal
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coordinate system). This model thus neglects nonlinear optical properties of the fiber
materials, inhomogeneities and anisotropies in the optical properties (as induced from fiber
bending via photoelastic effects, see, e.g., Refs. [183-185]), as well as deviations from a
circular core-cladding interface (e.g., due to bending or arising from deformations of the
fiber under its own weight, cf. Fig. 5.2). Wave-optics models of some of these effects are
currently being investigated by F. Steininger.

As mentioned above, it is useful to supplement the interpretation of the various terms
in the metric expansion around the fiber’s baseline by a classification that allows for a
structured approach in subsequent calculations.

In the unperturbed problem of a straight optical fiber in flat space-time, fiber modes

can be computed using the ansatz
Ay = Ay(r)elPotmi=e) (5.28)

where A, refers to certain complex frame components of the electromagnetic field (see
Eq. (5.50) below), 3 is the propagation constant, m is the azimuthal mode index, and w is
the optical frequency [171, Sect. 3; 172, Sect. 16.10]. Maxwell’s equations then reduce to a
radial Helmholtz equation

Hm’zib(r) =0, (529)

see Section 5.6 for an explicit expression for H,,. In single-mode fibers, the Helmholtz
operator H,_, has a non-trivial kernel only if m = £1 (corresponding to the handedness
of circular polarization), and if 8 and w satisfy a certain dispersion relation (described
in detail below). In a perturbative scheme, a perturbation of the wave operator with a

potentially non-trivial angular dependence induces perturbations of the form
6A, = 6A,(r)elBstm0-—wt) (5.30)

with the value of m’ determined by the angular dependence of the metric perturbation, e.g.
m’ € {£1} for 6-independent perturbations, and m’ € {-2,...,+2} for metric perturba-

=+

tions with angular dependence e**, etc. The field equations then yield inhomogeneous

Helmholtz equations of the form
H,,0A4,(r) = (source terms), (5.31)
where one can distinguish two cases:

o For off-resonant perturbations, where m’ # +1, H,_, is invertible and the field (Lzlb('r)

is on the same order of magnitude as the metric perturbation.

o For resonant perturbations, where m’ = %1, the operator H, , is not invertible and a

solution exists only if the source term lies in the image of H,,,. This case requires
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special analysis. In the cases considered below, such metric perturbations lead to

corrections to the dispersion relation.

An intuitive interpretation is that resonant perturbations lead to phase shifts, whereas
off-resonant perturbations correspond to amplitude perturbations. As phase shifts are
experimentally more accessible than small perturbations of spatial mode profiles, the

subsequent calculations are predominantly concerned with resonant perturbations.

Name Term Radial index Fourier index
Lapse ¢ 0 0
Gradient Vi€ 1 = |
Laplacian V,V_¢ 2 0
Hessian ViVi¢ 2 +2
Longitudinal Shift 13 I 0 0
Laplacian V,V_¢ I 2 0
Hessian VLV, 2 +2
Transverse Shift & 0 = |
V:I: gq: 1 0
Vi€ 1 +2
Bending vy 1 *1
v v_ 2 0
V:t V:l: 2 +2
Spatial curvature (3)R|| - 2 0
®R,_,_ 2 0

)
<:' f%” . 2 +1

3

Table 5.1: Overview of metric coefficients up to and including those depending on the
radial variable as r2. The only “direct terms” with both the radial index and the Fourier
index equal to zero are the lapse ((s) and the longitudinal shift §” (s).

To describe how the various terms in the metric tensor can lead to resonant perturbations,
it is useful to classify them according to the angular dependence of their contribution to
the wave operator. Table 5.1 lists the Fourier index, i.e., the integer m in the angular
dependence €™, for the various terms introduced in the previous section, as well as their
radial index, i.e., the exponent of r characterizing the radial dependence of the term.

The relevance of the Fourier index in perturbation theory is illustrated in Fig. 5.3:
terms with Fourier index +1 yield a resonant coupling only at second order in perturbation
theory (via the indirect couplings +1 +» 0 +» +1, +£1 <> 0 <> F1 and £1 > +2 + +1),
whereas a term with Fourier index £2 produces such a resonant coupling already at first
order in perturbation theory (via the direct coupling +1 <> F1). As is suggested by
a simplified eikonal model considered in Section 5.4, and confirmed by the wave-optics

analysis in Section 5.6, the terms of main relevance in the present setup are the “direct
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terms” for which both the radial index and the Fourier index vanish. The effects of the
remaining terms are described in Section 5.9.

The analysis shows that terms with vanishing Fourier index (such as V, V_(, V+V_§||,
V. &+ and certain components of the Riemann tensor) give rise to perturbations of the
optical phase, see Section 5.9.1. Terms with non-zero Fourier index, however, cause
perturbations of the electromagnetic polarization, see Section 5.9.2. In line with the above
considerations, one finds that terms with Fourier index +2 (such as (3)R” 1 ) produce such
polarization effects at first order in perturbation theory, whereas terms with Fourier index
+1 (such as the baseline normal v;, which describes fiber bending) induce such effects only

at second order in perturbation theory.

Fourier index +2:

Resonant coupling
at first order

-2 -1 0 +1 +2
} } @ }
\/ \/ \/ \/ Fourier index +1:
Resonant coupling

at second order

Figure 5.3: Schematic illustration of resonant perturbations arising from metric coefficients
with different Fourier indices. For single-mode fibers, resonant perturbations occur at the
Fourier indices m = +1 and m = —1. Starting from an unperturbed solution containing
only m = +£1 excitations, resonant coupling arises at first order in perturbation theory
if the perturbation has Fourier index +2 (i.e., angular dependence e*?%), whereas for
field perturbations with Fourier index +1 (i.e., angular dependence e**) such a resonant
coupling arises only at second order in perturbation theory.

5.4 Eikonal Model

Before considering the full wave-optics model, it is useful to consider a simplified model
based on concepts of geometrical optics as described in Section 3.3.

For a dielectric at rest in a considered coordinate system (where the metric tensor can
be decomposed in the form described in Section 2.3), Gordon’s contravariant optical metric,
defined in Eq. (3.10), takes the form

oo Ln?—JelP/¢?

T T e (532
gr=¢/¢, (5.33)
g7l =g — gl ¢?, (5.34)

where n is the medium’s refractive index, ¢ is the lapse function, ¢! is the shift vector, and
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()% is the contravariant spatial metric (all assumed to be time-independent). Seeking an

eikonal of the form
U(t,s) = —wt+1Y(s), (5.35)
the eikonal equation (3.49) leads to

w  w
¥'(s) = inz + Efn +O(wllEl1%), (5.36)
where the two signs correspond to different directions of propagation. Setting wpn = w/( to

be the “physical frequency” (as measured in the dielectric’s local rest frame), one obtains
' (s) = Enwpn + wpné) /¢ + OW(E[1%) - (5.37)

In the absence of a shift vector (§; = 0), this is the standard dispersion relation (in the
dielectric’s rest frame), with the sign determining the direction of light propagation, and
the first-order shift correction accounts, i.a., for the Sagnac effect, see Section 6.4.

For light propagating along a given spatial curve -, the spatial eikonal 1) thus evaluates

to
by == ¢ s+ [ w¢2+ 0Gwelel?), (5.38)
Y Y

where, in the second term, ¢ is regarded as a differential one-form (pulled back to the curve
v), and £ in the error term denotes the length of the curve 7.

Even though geometrical optics is generally assumed to be ill-suited for the description
of light in single-mode fibers [186] because the fiber core radius is of the same order of
magnitude as the optical wavelength, which makes high-frequency approximations difficult
to justify, the calculations in Section 5.6 show that a similar formula also follows from

Maxwell’s equations for optical fibers (in the aforementioned approximation scheme).

5.5 Proper-Time Model

In the semi-classical approximation to quantum interferometry of massive particles, the
quantum phase is determined by the proper-time elapsed along the particle’s world-line
[1]. As light propagates through media with a speed lower than in vacuo, one can define a
notion of proper-time for such light rays (as for any other timelike curve) [31]. However,
contrary to the theory of massive particles, this quantity turns out to be inadequate for
describing gravitational photon interferometry.

To compute this proper-time 7, consider a light ray with tangent vector K* that is null

with respect to Gordon’s optical metric

T = Vg, + (1— n_z)uuu,,, (5.39)
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where u# is the four-velocity of the medium given in Eq. (5.26). By Eq. (3.55), this is
equivalent to the condition that the light ray has a constant velocity equal to 1/n relative

to the medium. Denoting by X the affine parameter of the light ray, one obtains
(u, K*)? = n?(de/dN)?, (5.40)

where d¢? = (g, +u,u,)dz*dz” is the Landau-Lifshitz metric defined in Eq. (2.41), which
encodes the spatial geometry in the rest-frame associated to the material’s four-velocity.

One then calculates
(d7/dN)? = —Wg,, K*K¥ = (u,K*)? — (d¢/dN)? = (n® — 1)(d¢/dN)?, (5.41)
hence

dF = v/n?2 — 14d¢. (5.42)

The proper-time 7 is thus directly proportional to the distance traveled by the light ray, as
measured in the rest frame of the dielectric.

For an interferometer where two light rays propagate in different arms with the same
refractive index n, the difference in proper-time 7 is thus fully determined by the difference

in proper length £ of the two interferometer arms:
AT =+/n?2 —1A¢. (5.43)

If both interferometer arms are equally long, the difference in proper-time 7 along the
corresponding light rays vanishes. Comparing with the eikonal result given in Eq. (5.38), it
is clear that the effective proper-time of light rays in dielectrics does not determine the
phase shift predicted by the eikonal model,™ which is a good approximation to the phase
computed from Maxwell’s equations, as is shown in Section 5.6. For optical interferometry,
the proper-time difference 7 thus cannot serve as a basis of explanation for the gravitational
phase shift, the Sagnac effect, or related effects. This is in contrast to interferometry of
massive particles, where the proper-time difference A7 determines the phase difference via
AY = mAT/h [1; 23].

5.6 Wave-Optics Model

This section describes the propagation of light in bent optical fibers in a wave optics model,
i.e., using Maxwell’s equations in the metric described in Section 5.2. This resolves the

tension between the eikonal model (Section 5.4) and the proper-time model (Section 5.5) as

(WA simple example is obtained by considering a static space-time in which the shift &, vanishes, as in
that case one has Al = As, see Eq. (2.41). If 41 and 2 are curves of equal length, then As = 0 and hence
A7 = 0, but according to Eq. (5.38), Ay depends on the difference in integrals of ¢! along the curves.
Hence, if f,“ ds/¢ # fw ds/¢, one obtains At # 0 despite the fact that A7 = 0.
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it is shown that the eikonal model provides an accurate prediction for the electromagnetic

phase in optical fibers as derived from Maxwell’s equations.

Throughout, the following calculations assume the dielectrics forming the waveguide to
be non-magnetic, i.e., u = 1. In this case, the optical metric defined in Eq. (3.12) coincides
with Gordon’s metric given in Eq. (3.10). Moreover, as was the case in Section 5.4, all
calculations will be performed up to order O({ﬁ), i.e., only terms that are at most linear in

& | are retained.

Setup This section focuses on the dominant effects in light propagation in bent optical
fibers in a non-trivial space-time metric (4)9;w- Specifically, only the “direct terms” identified
in the classification of Section 5.3 are considered: the lapse {(s) and the longitudinal shift
£” (s), evaluated on the fiber’s baseline. These terms are the only ones listed in Table 5.1
which have both a vanishing radial index and a vanishing Fourier index. Compared to the
dominant terms considered here, the neglected terms are suppressed by either a positive
power of the ratio of the fiber radius to the characteristic length scale of the neglected
term (such as the fiber’s curvature radius or the curvature of ambient space), or produce
resonant perturbations (according to the nomenclature of Section 5.3) only at higher order

in perturbation theory. Such corrections are discussed in Section 5.9.

Within this approximation, the calculations are carried out in the effective metric
Wg = —((s)%dt® + 2§ (s)dtds + dr® + r°d” + ds” . (5.44)

In practice, the lapse {(s) and the longitudinal shift §” (s) are not arbitrary functions along
the fiber, but they are slowly varying. This means that these functions change significantly
only over length scales much larger than the fiber core radius or the wavelength of light
propagating therein. For example, in an optical fiber spool with a radius of curvature
on the order of 10 cm, the functions {(s) and Ell (s) change on length scales of the same
order of magnitude, which is much larger than the typical core radius of single-mode fibers

(about 4 pm) or commonly used optical wavelengths (about 1500 nm).

If distances are measured in multiples of the fiber core radius so that the core-cladding
interface lies at 7 = 1, and if € is the ratio of the fiber core radius to the long-distance
scale, e.g., ¢ ~ 11m/10cm = 1075, the following calculations assume that ¢ and §H are of

the form

¢ =¢(es), § =¥¢ (es). (5.45)

One may thus think of s as measuring the arc length in units of micrometers (short distance
scale), and ¢ = £s as measuring the arc length in tens of centimeters (long distance scale).
The small parameter £ will be referred to as the slowness parameter and will function as a

perturbative expansion parameter in the following calculations.
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The nomenclature is thus the following:

s = short distance scale,
¢ = long distance scale,

€ = ¢/s = slowness parameter,
and the metric under consideration takes the form

Wg = —((s)?dt? + 2¢ (¢)dt ds + dr® + r?dv® + ds®. (5.46)

Complex Tetrad Section 5.2 introduced a complex triad (e”, ¢,,¢_) to separate the
Fourier components of various terms entering the metric tensor, expressed in cylindrical
coordinates, see Section 5.3, and in particular Table 5.1. To analyze the field equations for

the electromagnetic potential A, it is advantageous to extend the triad to a tetrad:

¢g = 0, ey = %(ar +18y), (5.47a)

e” = 83 ) eb - %(ar - %80) . (547b)
The corresponding co-tetrad is given by

¥ =dt, ef = \%(dr —irdd), (5.48a)

el = ds, ¢ = J5(dr +irdd), (5.48b)

using which the metric tensor can be written as

g =—¢()2 @ +2¢ () @l + el @ e

(5.49)
+el@el +ef@e” 4+ @et,
Using this tetrad, the electromagnetic potential A# can be decomposed as
A=A, (5.50)

where the subscript b is a frame index relative to the complex co-tetrad (5.48).

Interface Conditions In terms of the frame components A,, the junction conditions of

Eq. (3.37) can be expressed as follows. Denote, for any A,, by A[A] an eight-component
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column vector defined as

Al4] = [4], (5.51a)
As[A] =[A], (5.51b)
A3[A] = [Ay], (5.51c)
AyfAl=[A)], (5.51d)
As[A] = [[C;lAﬁ - CJ_F1Ab]] ) (5.51e)
Ag[A] = [0, A + §||C_28TAOH ; (5.51f)
A7[A] = [—n%C20,A, + \%C;lAﬁ +5CHA4], (5.51g)
As[A] = [n*{09, 4 — \/LiatAﬂ - \/LiatAb} - §||87‘A||]] ) (5.51h)

where [ | denotes the jump across the core-cladding interface at 7 = 1 and CZ is the

differential operator

o 1,10
L_0 1010
Cm—aT:FT(iae-l—m). (5.52)

With this notation, the matching conditions of Eq. (3.37) without surface charges and

surface currents can be expressed concisely as
A[A] =0, (5.53)

where, as mentioned above, u was set to unity and terms of order 0(§ﬁ) were neglected.

Perturbative Expansion Mode solutions to the field equations described in Section 3.2

can be obtained using the ansatz
Ay(t,r,0,8) = ay(r,¢)ed¥Tmi—wt) (5.54)

where the frame-components of the amplitude a, are expanded in a power series in the

slowness parameter € as
ay = a\” +eal) + O(e?). (5.55)

Here, the integer m denotes the azimuthal mode index, w is the optical frequency, and ) is

the optical phase

W(s) = /0 " Bes') . (5.56)

For straight fibers in flat space-time, (3 is a constant, commonly referred to as the propagation
constant. In the present context, however, 8 varies with the long-distance scale ¢ = &s in a
way that is determined by the field equations.
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Field Equations at Order €° To express the field equations of Section 3.2, applied to

the present context, in a concise notation, define the Helmholtz operator

02 10 m? n2? 25‘*’5” a2

H,, = 52 a2 + & & ) (5.57)
and extend it to a sequence of frame components

o= (a0 a ay a) (5.58)
by

H,,0, = (Hmao Hmay Hpiiay Hpo1ay) - (5.59)
The gauge-fixed field equations at order €° then take the form

H,a” =0. (5.60)

The homogeneous solution to H,,f = 0 that is regular on the axis » = 0 and decays for

large r is given by

aJn(Ur) r<1,
fm(q1,q2,7) = " (5.61)
@K,(Wr) r>1,

where J,,, are Bessel functions of the first kind, K,,, are modified Bessel functions of the
second kind, q; and g2 are arbitrary functions of the long distance scale ¢, and U and W

are the normalized transverse wave numbers

U = [+nw?/¢? — B2 + 28w€, /¢, (5.62a)
W= \/—nng /G2 + B2 — 28w /¢ (5.62b)

Even though the designations for U and W used here follow the standard nomenclature
of step-index fibers in flat space-time [187] where U and W are constants, in the present
case these quantities may vary along the fiber due to the explicit dependence on ¢ and
5”, and also because 3 varies along the fiber (as is shown below). In the following, it will
be assumed that U > 0 and W > 0, for otherwise the modes would not be guided [171,
Sect. 3.1].

The solution to Eq. (5.60) can then be written as

a(6,r) = fn(ad(s), a2(<), 7). ol (6,7) = Frms1(a3(<), 4%(<),7), (5.63a)
a|(|0) (s,7) = fm(qg(C), qg(§),r) , aéo) (s,7) = fm_l(qg(g), qg(g),r), (5.63b)

where the values of the amplitude coefficient q? are still to be determined. Since such
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expressions will arise again in the calculations below, it is useful to abbreviate such a

system of equations as

a® = £.149], (5.64)

0

where g(® is the column vector ¢° = (@, ...,49)T, whose entries may depend on .

So far, Eq. (5.64) solves the field equations in the core and cladding separately. To
obtain a globally valid solution, however, the field must satisfy the matching conditions
(5.53). This constraint determines both the dispersion relation and the coefficients q© up

to an amplitude factor.

Interface Conditions at Order €° As the fields al()o) depend linearly on the parameters

0_ (0 0\T
q =(q5---, )
expressed in matrix notation as

, 80 do the jumps at the core-cladding interface r = 1, which can thus be

A[AO)] = MN ¢Oeiv+mi=eh) 1 O(¢ehy (5.65)
where M and N are the following complex 8 x 8 matrices:
-+ 0 0 0 -1 0 0 0 .
0 +1 0 0 0 -1 0 0
0 0 U g+ 0 0 0 +W ot 0
0 0 0 +U 7~ 0 0 0 +Wor—
M = 0 0 +U +U 0 0 +W -w
s S 0 0 gl Wi 0 0 ’
+ind & 0 +% - —in3 & 0 +2 +7%
| +n3U2 7 —§ U2 7 —in <8 7+ +ind®F 7= —ngW2A +§ WA +ing e A+ +inf e A~ |
(5.66)
N = diag(Jm(U), - .., Jm(U), Km(W), ..., Km(W)). (5.67)
four times four;mes
Here, the following abbreviations were used:
J(U) K,,(W)
U= -2~ K (W) = B 5.68
SaU) = JnU)Fm/U?, K (W) = Hm(W) Fm/W?,  (5.69)

and indices and function arguments were suppressed for typographic reasons. The interface
conditions A[A(®] = 0 are thus equivalent to the equation MNg(®) = 0, which admits a

non-trivial solution only if the matrix MN is singular.

The requirement det(MN) = 0 yields a transcendental equation for the wave vector
B in terms of the frequency w (depending also on the azimuthal mode index m as well

as the refractive indices n; and ng). In this context, it is useful to define the normalized
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frequency as

V= %m . (5.70)
Since U? + W2 = V2, there exists a number b in the range [0, 1] such that

U=+v1-bV, W = VbV, (5.71)

The parameter b is commonly referred to as the normalized guide index [171, Sect. 3.5],

using which one defines the effective refractive index 7 via
n2=bn?+(1—-0b)n3. (5.72)

With this notation, the determinant of MIN can be written as

det(MN) = —V2%, 7 + O(£}), (5.73)
where
Toh = Jn(U)* Km(W)?
, , L (5.74)
X {LIm(U) + Ha(W)][n3 F(U) + 13 A (W)] =}
with
_ mnV?
M= e (5.75)
and
_ 2 T2
D = UW Jn(U)Kin(W) {U? i (U) = W Hn (W) } 5.70

= UWA{UJ.,(U)Em(W) = WK (W)Jn(U)} .

The requirement det(MN) = 0 thus reduces to the condition that either 5 or %y, vanishes.
This determinant condition has the same form as for straight fibers in flat space-time [171,
Eq. (3.27)], but note that in the present case, U, V, and W explicitly depend on the lapse
¢ and the tangential shift §”, as can be seen from the definitions in Egs. (5.62a), (5.62b)
and (5.70). This generalizes previous results obtained for simplified problems where it was
assumed that £ = 0 and ¢ = const. [4; 48].

As shown in Ref. [49)], roots of 7, correspond to gauge and ghost modes, i.e., solutions
that are either pure gradients or violate the gauge condition and thus satisfy the gauge-fixed
field equations, but not Maxwell’s equations proper. The main objects of interest are the

physical modes, which correspond to roots of Zy,.

For prescribed values of the refractive indices n1 and ns, the normalized frequency V'
and the azimuthal mode index m, the equation %, = 0 admits multiple roots for the
normalized guide index b, which can be labeled by a radial mode index x. Such mode
spectra are shown in Figs. 5.4 and 5.5: the different curves correspond to various solutions
for b as a function of V, labeled by m and x. As the resulting plots are independent of

the sign of m, only non-negative values of m are shown here. Whereas the fundamental
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mode (m =1, x = 1) extends to V' = 0, all other modes have a finite cutoff value for the
normalized frequency V.

The parameters n; = 1.4712 and ny = 1.4659 considered in Fig. 5.4 correspond to
commercially available telecommunication fibers, and the parameters n; = 1.4712 and
ny = 1 correspond to fibers made of fused silica glass (forming the core, as in the first
parameter set) without any cladding, so that the ambient refractive index is that of a
vacuum. In the first case, the refractive index contrast A = y/n? — n2 is small compared to
the effective refractive index 7, a condition commonly referred to as weak guidance [188].

In this limit, the determinant function %}, can be approximated by
Ton ~ 12 I (U2 K (W) {[Fm(U) + S (W] = m?V2 /(U2 W2)} (5.77)

which shows that the relation between b and V' in weakly guiding fibers is independent of
the precise values of the refractive indices n; and ny. Hence, the mode diagram shown in
Fig. 5.4 is the same for all such weakly guiding fibers. Alternatively, if the index contrast
A is non-negligible compared to 7, the functional form of b(V') depends explicitly on the
refractive indices, as can be seen by comparing Figs. 5.4 and 5.5. Whereas in Fig. 5.4,
pairs of curves with m = 0 closely follow curves with m = 2, this is no longer the case in
Fig. 5.5 where pairs of curves with m = 0 are visibility separated and distinct from those

with m = 2.

Optical Phase The effects of the lapse ¢ and the shift £ | can now be analyzed as follows.
Along the fiber, the variation of the lapse { causes a variation in the normalized frequency
V = V() according to Eq. (5.70). This can be interpreted as a redshift, as the Killing
frequency w is related to the physical frequency wph, i.e., the frequency as measured in

Figure 5.4: Mode diagram for a step-index optical fiber with n; = 1.4712 and ny = 1.46509.
The low index contrast A? = n? —n2 ~ 1.56 x 102 causes adjacent modes with azimuthal
mode index m = 0 to be almost degenerate (e.g. x = 1 with x = 2, or x = 3 with x = 4).
Additionally, m = 0 modes have a normalized guide index b that is close to but not identical

with m = 2 modes.
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Figure 5.5: Mode diagram for a step-index optical fiber with n; = 1.4712 and ng = 1. The

high index contrast A2 = n% — n% ~ 1.16 breaks the degeneracy of adjacent m = 0 modes

and causes a visible separation between the modes with m = 0 and those with m = 2.

the rest frame of the medium, by wpy = w/{. In turn, such a redshift causes a variation of
the normalized guide index b = b(V'()). In the local rest frame of the medium, one thus
has the same relation between b and wy;, as in flat space-time. This also extends to the
effective refractive index 7 as defined in Eq. (5.72). Given b and V, the transverse wave
numbers U and W can be computed from Eq. (5.71), and using Egs. (5.62a) and (5.62b)

one obtains S in terms of 7, w, ¢ and {f”:
B(s) = £aw/¢ + w€ /¢* + Ow|i€]?). (5.78)

The phase 1 along the fiber can then be computed using Eq. (5.56):
by == [Aw¢ s+ [ w¢2+ OwelEl?), (5.79)
v v

where £ denotes the length of the curve « formed by the fiber’s baseline. This result closely
resembles the eikonal formula given in Eq. (5.38), but differs slightly from it, as i was
assumed to be constant in Eq. (5.38), whereas n here depends on ¢ via Eq. (5.72) and
b=>b(V(s)).

Material and Waveguide Dispersion At this stage, it is worth mentioning that there
are generally two contributions to dispersion in optical fibers, commonly referred to as
material dispersion and waveguide dispersion, respectively. Material dispersion arises from
the intrinsic dependence of the refractive indices on the optical wavelength. This effect was
neglected in the models considered so far, as the refractive indices n; and ne were assumed
to be constant. One may model this effect by assuming that n; and ne depend on the
physical optical frequency (as measured in the material’s rest frame) through Sellmeier’s
equations [48, Sect. 4.7; 4, Sect. 4.2.6]. As the physical frequency varies along the fiber due

to the gravitational redshift (wpn = w/(, with the Killing frequency w remaining constant
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along the fiber), this results in an explicit dependence of n; and ny on the lapse . However,
this correction is negligible in practical applications: compared to the explicit dependence
of f on ¢ in Eq. (5.78), the material dispersion correction is suppressed by two orders of
magnitude [4; 48]. Additionally, the dependence of the normalized frequency V on the lapse
¢ according to Eq. (5.70) gives rise to waveguide dispersion: the effective refractive index
7 depends on the normalized guide index b, which further depends on V({(s)). However,

this effect is also negligible in typical step-index optical fibers since

e Ry (5:50)

with the difference in squared refractive indices being on the order A% = n% — n% ~ 1072 for
typical telecommunication single-mode fibers. The effect of waveguide dispersion is thus of
similar order as the negligible material dispersion correction. In practice, this means that
one can treat n in Egs. (5.78) and (5.79) as a constant (computed, e.g., at the starting

point of the curve «y) without introducing significant errors.

Mode Profiles Having determined the evolution of the electromagnetic phase along the
fiber, one can proceed to determine the amplitude. If the dispersion relation of physical
modes is satisfied, Zpn = 0, the matrix M, defined in Eq. (5.66), has a one-dimensional
kernel spanned by the vector

¢
_4
¢
—ivVAV m—a A U2 V2
Veu m—n(J+X)
+iVAV m+aA U2 /V2
vou mtn(f+A) | (5.81)

¢
il

Q>
I

—iAY m—% IV W2
Vaw  m—a( 7 +7)
_iVAV w7 J VW
Vow  mAn( g +A)

The coefficients g¢(© are thus of the form
q® =0 (N"14. (5.82)

The evolution of the amplitude &© can be determined from the field equations at the
next order in the perturbative expansion. Before doing so, however, it is advantageous to

discuss the spatial field profile to gain some insight into the problem.

Weak Guidance In telecommunication single-mode fibers, the dimensionless index
contrast is typically small, so that A? = n? — n2 < 1. In this weak-guidance limit, the

limiting behavior of (j(o) depends on the sign of m = +£1: if one normalizes the reference
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A

vectors g1 to ¢\ g+ = 1, one obtains

ﬁ+=(o 00 —ivb 0 00 —i\/l—b)T+O(A), (5.83a)
a-=(0 0 +ivb 0 0 0 —iyI-b 0)T+O(A), (5.83b)

regardless of ¢ and £ I The signs and factors of ¢ were chosen for later convenience. Hence,
in the weak-guidance limit, the only non-zero field component for right-hand circular
polarization (m = +1) is A, whereas for left-hand circular polarization (m = —1) only A,

is non-zero (to leading order in perturbation theory).
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(a) g =1/+/2 in a fiber with (b)
ny, = 1.4712 and ny = 1.4659

(c) 9. =1/+/2 in a fiber with (d) 9. = Fi/+/2 in a fiber with
ny=14712and n, =1 ny=14712and n, =1

Figure 5.6: Transverse field profiles for horizontal polarization (left) and vertical polarization
(right) in two optical fibers with n; = 1.4712 and ny = 1.4659 (upper figures) and
ny = 1.4712 and ng = 1 (lower figures). In all figures, the normalized frequency was set
to V' = 1.25. The white arrows indicate the direction of the electric field E;, and the
colored contours indicate the relative norm of E;. No axis labels are shown as the field
configurations are scale-invariant.
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So far, the analysis was restricted to single Fourier components with angular dependence
e, As the dispersion relation is independent of the sign of m, solutions with either
sign of the azimuthal mode index can be excited simultaneously: in single-mode fibers,
this leads to superpositions of solutions with m = 4+1 and m = —1. Using the notation

introduced in Eq. (5.64), such superpositions can be written as
A(O) — <8+f+ [N_T_lq+]e+i0 +& f_ [N:lqA_]e—ie) ei(¢—wt) , (584)

where &+ denotes the amplitude of the (suitably normalized) solution with m = %1, which
generally depends on ¢. The coefficients £+ can be regarded as components of a complex
vector with Cartesian components &, and &, defined via

Ep\ _ i 1 1)\ /& &\ i 1 -\ (&,
(gy> V2 <+i —i) (81-) ’ (gi) VG (1 +i) (£y> . (5.85)

Defining the amplitude A as
A =/I6:12+16,12 = /e, 2+ [6_12, (5.86)

one can define the Jones vector §; as the unit vector along &;, such that

The Jones vector §, can be interpreted as a transverse unit vector specifying the polariza-
tion of the electromagnetic field. As shown in Fig. 5.6, (J,,J,) = (1,0) corresponds to
horizontal polarization, whereas (J,,9,) = (0,1) describes vertical polarization (in the
Fermi coordinate system). The overall factor A describes the amplitude of the electromag-
netic wave. Whereas the electric field lines are exactly parallel only in the weakly-guiding
limit [171, Sect. 3.2; 172, Sect. 16.13], Fig. 5.6 shows that the field lines are predominantly
bent in the fiber cladding, but are well approximated by parallel lines in the fiber core.
This justifies the interpretation of §; as a Jones vector also for strongly guiding fibers.

The values of A and §; can be freely specified at any given point along the fiber
(this corresponds to the freedom of injecting radiation with arbitrary amplitude and
polarization into the fiber). Their evolution along the fiber, however, is determined by the
field equations.

Field Equations at Order &!

Having established the interpretation of the coefficients
&4 in Eq. (5.84) in terms of the amplitude A and the Jones vector §,, one can study
their evolution along the fiber using the field equations at order !. Using the Helmholtz

operator defined in Egs. (5.57) and (5.59), these evolution equations can be written as
H,al" = —2i%,, (5.88)
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where the source terms X, are given by

( )¢ A
wg 'y wé| wé \ ¢
2||=< CQH) " lﬂ — CQ L (ﬂ+ C_2H> %] a?
5.89b
e te) e

| N L

wé , w !
T = (5 - Tz”) A"+ lﬁ' - C—g” + (ﬂ + %) %1 a”, (5.89d)

where primes indicate derivatives with respect to ¢. Such inhomogeneous Helmholtz
equations can be solved using Green’s functions. Indeed, for any set of functions a,

depending on 7, define the Green operator

Gla] = (Gmlao] Gmlay] Gmiales] Gr-1las]) , (5.90)
where
Gmlf] = {Gf”[f](r) r<tb (5.91)
Gnlfl(r) r>1,

with G, and G, denoting the Green’s functions in the core and cladding, respectively:

GRlA(r) =+ 3 Ym(UT) /0 " I (U F ) dr

- ) (5.92a)

+ aJm(UT)/r Yo (UP) f(r)r' dr’

GAlA) == In(Wr) [ Kn(Wr)f () ar
' (5.92b)

— K (Wr) /; L,(Wr') f'(r)r’' dr’,

where Y,,, are Bessel functions of the second kind and I,,, are modified Bessel functions of

the first kind. The general solution to Eq. (5.88) can then be written as
aV = f.[qM] - 2iG, [¥], (5.93)

where the first part is a homogeneous solution expressed in the notation introduced in
Eq. (5.64). This solves the field equations in the core and cladding separately so that it
remains to impose the matching conditions at the core-cladding interface.
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1

Interface Conditions at Order e! At order ¢!, the interface conditions at the core-

cladding interface take the form
MNq® = 2iA[G,,[3]], (5.94)

where M and N are the matrices given explicitly in Egs. (5.66) and (5.67), respectively,
and the right-hand side encodes the jumps of the particular solution in Eq. (5.93) (with
the phase factor e/(™#+¥=%) removed).

The matrix M is singular due to the dispersion relation, which constitutes an obstruction
to the solvability of this set of linear equations for ¢(¥). The condition of solvability (which
requires that the right-hand side of Eq. (5.94) lies in the image of the matrix M) can be
expressed as follows: if ¢ denotes any eight-component row-vector spanning the co-kernel

of M, i.e., (M = 0, the above inhomogeneous equation is solvable if and only if
CA[G,,[Z] = 0. (5.95)
This is equivalent to an evolution equation for the amplitude &© of the general form

d¢ g

d
0) — =
Iné& c1(s) . +c1(s) < (5.96)

ds
where the coefficient functions ¢; and cs are expressible in terms of integrals of products of
Bessel functions.

The explicit forms of the functions ¢;(s) and ca(s) are involved as they depend on the
jumps of the particular solutions arising from the source terms given in Eq. (5.89), which
further depend on the explicit solutions for al()o) given in Eq. (5.64) with the coefficients g
given in Eq. (5.81) in which U and W are regarded as functions of V' (according to the

dispersion relation) and thus depend on {(s) and § (s)-

To gain insight into the problem, it is advantageous to restrict the analysis to weakly
guiding fibers, where A% = n? — nZ < 1. In this limit, the coefficients g are given by
Eq. (5.83). Using the fact that dV/d¢ = O(A), which implies that the ¢-derivatives of b,

U, W, and n are also of order O(A), one obtains

d ©_ 1 d89

&K% S50 dac @ +0(4). (5.97)

(0)
b

Since only a; ’ and a

§O) are non-zero for weakly guiding fibers, the only non-zero components

of ¥, are Eﬂ and X, which factorize as

¥y, = (radial function) x x, (5.98)
where
- wg\ dg©® 1| = w§ wé\ ¢
E=<,8—C—2”> T +§l —C—Q”+<ﬂ+g—2”>%]é(0>. (5.99)
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The consistency condition given in Eq. (5.95) then reduces to a multiple of ¥ = 0. Whenever
this factor is non-zero (which is generically the case), one obtains ¥ = 0. Using the explicit

form of 8 given in Eq. (5.78), the assumption of weak guidance leads to

we

B = if + CQ” +O0w|El?), (5.100)
o wg o w

g = "C“’ % - C—z”% + 5+ Ol +0(), (5.101)

As a consequence, the entire second bracket in Eq. (5.99) is on the order O(||£]|?) + O(A),

so the amplitude transport equation reduces to
4 1 g© 2
I In &Y =O(||€||*) + O(A). (5.102)

In weakly guiding fibers, the amplitude &(© thus remains constant.

5.7 Evolution of Single-Frequency Modes

The calculation in the previous section provides explicit perturbative expressions for
single-frequency modes in (arbitrarily bent) step-index optical fibers in generic stationary
space-times. The results can now be compared with the predictions of the simplified models

analyzed in Sections 5.4 and 5.5.

Phase Evolution The evolution of the spatial phase function ¢ was found to be given
by

%fﬁ = +nw/( + w§) /¢%, (5.103)

where 7 is the effective refractive index, which depends on the details of the fiber and the
frequency of light sent through it, see Egs. (5.70) and (5.72), as well as Figs. 5.4 and 5.5.
This result is well approximated by Eq. (5.36) derived from the eikonal model, provided
one sets the refractive index n appearing therein equal to the effective refractive index n
computed from the wave-optics model. In previously considered simplified problems, such
agreement was assumed, e.g., in Ref. [31], and proven for particular cases in Refs. [48; 94,
Sect. 7.1 and App. B]. Comparing with the proper-time model described in Section 5.5,
however, one finds the optical phase of light is not correlated with the effective proper-time
of light rays in optical fibers (which arises from light propagation at a velocity slower than

in vacuo), as was considered in Ref. [31, App. A].

Polarization Evolution For weakly guiding single-mode fibers, the above analysis shows
that the coefficients &1 are constant along the fiber. This, together with the absence of a

coupling of the m = £1 modes (at the considered order in perturbation theory), implies
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that the Jones vector §,, as defined in Eq. (5.87), has constant components in the Fermi

coordinate system, and is thus Fermi—Walker transported along the fiber:
®DsJ, =0. (5.104)

Figure 5.7 illustrates the consequences of this transport law: if light is sent through a bent
fiber, the Jones vector is rotated relative to the Frenet—Serret frame by an angle equal to
the integrated torsion, see Egs. (5.12) and (5.13).

Transport laws of this kind are well known in flat space-time. Specifically, an equation
of the form as Eq. (5.104) was first derived by Rytov in the context of geometrical optics in
inhomogeneous media [189], and is thus known as Rytov’s law [190; 191]. Experimentally,
the Fermi—Walker transport of light polarization in optical fibers was first demonstrated
experimentally by Ross [192] and Tomita—Chiao [193], and a derivation of Eq. (5.104) from
Maxwell’s equations in flat space-time was provided in Ref. [173]. Whereas these previous
results were all limited to flat space-time, the analysis in Section 5.6 shows that Rytov’s law
extends to curved space as well, with the sole modification being that the Fermi—Walker
derivative ®D; is derived from the spatial connection 'V that need not be flat.

Whereas the single-frequency modes derived here exhibit simple transport behavior,
such solutions are generally regarded as not physically realizable as they have infinite
Klein—Gordon norm (due to their infinite spatial extent). However, they can be combined to
form wave packets of finite norm, which are physically plausible models for experimentally

produced light pulses in optical fibers.

Figure 5.7: Illustration of Fermi—Walker transport of the electromagnetic polarization
along a helix, following the curve from the bottom to the top (along the green arrows).
For an electromagnetic wave that is initially linearly polarized, the polarization vector
undergoes a rotation according to Rytov’s law, which results in a total rotation angle equal
to the integral of the torsion of the curve, as can be seen by comparing the Fermi—Walker
frame (red) with the Frenet—Serret frame (blue).
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5.8 Evolution of Wave Packets

Let A,
m € Z, radial mode index x € N, propagating either along (+) or against (—) an optical

4 denote a mode solution with Killing frequency w € R, azimuthal mode index

fiber with oriented baseline . Since such mode solutions have infinite spatial extent, they
are generally not normalizable and are thus considered as not physically realizable. Instead,

physically plausible field configurations are given by wave packets of the form

A=3> / i e (@) A (5.105)

meZ xeN

where the sign of w = +|w| is used to encode the direction of wave-propagation:

A(:I:|w|)mx == A|w|m%:|: . (5.106)

Generally, the Klein—Gordon product of two such field configurations can be written as

(A A) = Z Z / (m, m’,x,x',w,w')q)fn’x(w)q);n,,%,(w') dwdw’, (5.107)

m,m’€Z x,x' EN

where K(m,m/,x,»',w,w’) is a (typically singular) integral kernel. Heuristically, this

integral kernel may be interpreted as the formal Klein—Gordon product

K(m,m', %, ,w,u’) = (A (5.108)

wmx | Aw’m’x’)a
but, strictly speaking, the right-hand side is not well-defined because the Klein—Gordon
product (- | -) is only defined for field configurations of suitable spatial decay. The mode
functions A ,,,, are said to be formally orthonormal if the integral kernel K takes the

form
K(m,m/, %, w,w") = 8 ms 60w — '), (5.109)

where the first two § symbols are Kronecker deltas and the last one is a Dirac delta. For
the special case of straight fibers with constant lapse ¢ and vanishing shift ¢;, formal
mode orthogonality was shown explicitly in Ref. [49, App. B]. For more general setups,

however, it is not a priori clear whether the (suitably normalized) mode functions A as

wmxt?
computed in Section 5.6, are formally orthonormal as well. Since the following applications
are limited to single-mode fibers where the azimuthal mode index is restricted to +1 and

the radial mode index equals 1, it suffices to consider

K(m,m' w,') = K(m,m',1,1,w,u'), (5.110)

with m and m’ equal to 1. Since the angular dependence of A, is given by e™?,

it follows from Parseval’s theorem that K(m,m’,w,w’) vanishes if m # m’/, so that
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K(m,m,w,w') = K(m, m,w,w )y m . Toshow formal mode orthogonality, it thus remains
to show that K(m,m,w,w’) = §(w —w’). Even though this last condition is made plausible
by the heuristic formula Eq. (5.108) and the general fact that the Klein—-Gordon product
of solutions to the field equation is time-independent (but, so far, this was only shown for
fields of suitable spatial decay), a mathematical proof would require explicit computations
of radial and longitudinal integrals involving squares of wave packets given in Eq. (5.105).
For straight fibers at a constant lapse and vanishing shift, the radial integrals can be solved
explicitly and the integrals along the fiber length s can be resolved using Plancherel’s
theorem [49, App. A and B]. In the more general case considered here, such an analysis
would have to be extended to allow for slow variations of the longitudinal wave vector 8 and
the transverse field profile along the arc length s. Mathematical methods for integrating
such functions depending on multiple scales have been developed, i.a., in Refs. [194; 195].
However, in view of the physical plausibility, the present document assumes the formal
orthogonality of the modes A, ;. in single-mode fibers. In particular, it will be assumed

that the Klein—Gordon norm of wave packets of the form

A= > /q) (W) Ay m1dw, (5.111)

m==£1

where the radial mode index is restricted to 1 for single-mode fibers, is given by

AVEDS /¢ @)V, () d (5.112)

m==%1

The evolution properties of wave packets of the form Eq. (5.111) can be under-
stood as follows. The mode solutions A, m,, computed above have the general form

Qo (T g)eimeei‘l’(t’s), where VU is the eikonal

\Il=—wt+w/<cds+ gi) , (5.113)

see Eq. (5.38) for explicit error terms. When evaluated at the end of the curve -y, one has
U(t, ) =W(t—t*0), (5.114)

where £ is the length of v and t* is the delay time

t* =/7(%ds+§2) . (5.115)

In single-mode fibers, the variation of a, m x(r,s) with respect ¢ was found to be negligible
in practical applications so that one can write A, mx(t,4,7,6) = Ay m(t —t*,0,7,0) with
negligible error. If the spectral distribution ¢ in Eq. (5.111) is sufficiently narrow, the
frequency dependence of 7 is also negligible, and one finds that, in the Fermi coordinate

system introduced in Section 5.2, the electromagnetic field at the end of a fiber v coincides
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with the field at the input at an earlier time:
A, L, 0)=A,t—1t"0,r,0). (5.116)

This equation, together with the explicit result for the delay time t* given in Eq. (5.115)
allows describing classical fiber interferometry in stationary gravitational fields. Moreover,
the analysis can be extended to interference experiments involving quantum states of light
using Eq. (5.112) as well as the fact that the classical Klein—-Gordon product determines the
Hilbert-space inner product in the quantized theory. Before considering such interferometry
experiments, however, the following sections describe higher-order corrections to the

solutions obtained so far.

5.9 Higher-Order Corrections

The calculations in Section 5.6 have considered only effects arising from the lapse ¢ and the
longitudinal shift fll' The remaining terms identified in Section 5.3 differ from these “direct
terms” by having either a non-zero Fourier index or a non-zero radial index, see Table 5.1.
This section describes, in an abstract form, how such corrections can be incorporated into
the calculations. As indicated above, terms with a vanishing Fourier index generally lead
to phase perturbations (described in Section 5.9.1), whereas non-zero Fourier indices lead

to polarization perturbations (Section 5.9.2).

5.9.1 Phase Perturbations

For any external parameter of order e that has zero Fourier index, the field equations (5.60)

at leading order in the adiabatic expansion are replaced by equations of the form
(H,, + 5H,,)al” =0, (5.117)

where the superscript (0) refers to the leading order in the adiabatic expansion, as above, and
where the operator 0H,,, depends only on the radial coordinate r and the long-distance scale
¢ = €s, where € is the slowness parameter. These equations can be solved perturbatively
using the Green functions defined in Eqgs. (5.90) to (5.92). Specifically, if f,,[q(®)] denotes
a solution to the homogeneous Helmholtz equation, as in Eq. (5.64), the general solution

that is accurate to first order in € is given by
0l = £, [¢”] € G, [0H,,, £, [N + O(€?) . (5.118)

The interface conditions (3.37) then reduce to a matrix equation differing from Eq. (5.65)

by terms of order €. Generally, the resulting equations are of the form
(M + edM)Ng© =0, (5.119)
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where M and N are the matrices defined in Egs. (5.66) and (5.67), and dM accounts both
for perturbations in the radial mode profile (5.118) and for perturbations in the explicit

form of the interface conditions (if any). This equation admits non-trivial solutions only if
det(M +€edM) =0. (5.120)

Here, M can be regarded as a function of the normalized guide index b and the normalized
frequency V, defined in Egs. (5.70) and (5.72), respectively. If V is prescribed, b will
generally deviate from its unperturbed value bo(V), i.e., one has b = by + €6b + O(€?).
Expanding the above equation to first order in € using Jacobi’s equation for the derivative
of the determinant, one obtains

det M(bo) + etr <adj(M(b0)) [68—1\:51) + m]) —0(&), (5.121)

where adj denotes the matrix adjugate, i.e., the transpose of the cofactor matrix. This
leads to the result

trfadj(M(bo))sM]

6b = " tr[adj(M(bo))OM/0b]

(5.122)

This is the general formula for the perturbation of the normalized guide index b for arbitrary
corrections to the Helmholtz operator with vanishing Fourier index. The specific form
of 6M depends on the details of the perturbation under consideration: in Ref. [94], this
method was used to compute the Sagnac effect in straight optical fibers (before the more
general approach described in Section 6.4 was found), and this technique also underlies the
calculations on the influence of gravitational waves in optical fibers described in Ref. [96].
The explicit details of these results are, however, not relevant to the considerations in this

document.

5.9.2 Polarization Perturbations

Whereas correction terms to the wave operator that are independent of the azimuthal
coordinate 6 give rise to phase perturbations, other terms with non-zero Fourier indices
yield perturbations of the electromagnetic polarization. To study such effects, consider,
first, a correction term to the d’Alembertian with Fourier-index m = +2 that is slowly
varying along the fiber baseline (according to the criterion given in Section 5.1) and thus
corresponds to a dimensionless term of the form ¢+ = etp+(¢)eT?¥ with € < 1. An explicit
dependence of the wave operator on # means that various Fourier components of A, cannot
be considered independently of each other. For single-mode fibers, one thus has to consider
multiple Fourier components in combination. Seeking solutions that, at order €°, only
have m = %1 contributions (in agreement with the fact that, in the unperturbed problem,
single-mode fibers only admit m = +1 solutions), a correction term to the wave equation

with Fourier index +2 implies non-zero field perturbations with m = £+1 and m = +3.
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According to Section 5.3, the parts with m = +3 are off-resonant and can thus be neglected
in a first approximation. It thus remains to analyze the m = +1 components a(®) that

satisfy a coupled system of the general form

H,a™ +eiH, o) =0, (5.123a)
H o) +efH o) =0. (5.123b)

At order €°, the solutions are of the form given in Eq. (5.84). At next order, one obtains
inhomogeneous equations analogous to Eq. (5.88) but with corrections to the right-hand

side arising from ¢6H , :
H,oa®Y = 2%, — 6H,aF0) . (5.124)

Such equations can be solved in the core and cladding separately using the Green functions
defined in Egs. (5.90) to (5.92). However, when formulating the matching conditions in
a form analogous to Eq. (5.94), the solvability condition (5.95) acquires correction terms
arising from the operators H,. This implies a correction to the right-hand side of the
evolution equation (5.96). Whereas the right-hand side of Eq. (5.96) vanishes in the case
of weak guidance, the new correction term does not necessarily vanish as well, leading to

evolution equations for the amplitudes &, of the general form

d (&) 0 hy(q)) (6
()= 0% " (), 6129

where h, () are functions that depend on the details of the perturbation term %4 and on
the optical fiber mode under consideration.

Such a scheme can be used to obtain correction terms to Rytov’s law (5.104) that
arise, e.g., from second derivatives in the lapse function (V. V, (), second derivatives in
the longitudinal shift (V. V.§, ), first derivatives of the transverse shift (V,£, ), as well
as certain components of the Riemann curvature tensor ((3)R” 4 +), see Table 5.1. In all
cases, hy will be proportional to the given perturbation term, with the coefficient of
proportionality depending on the details of the optical fiber and the characteristics of
the mode propagating therein. Effects arising from deformations of the core-cladding
interface or inhomogeneities of the refractive indices can be treated similarly. Some of
these corrections arising from curvature and fiber deformations are currently worked out
by M. Hudelist and F. Steininger, respectively.

Such a perturbation scheme can also be extended to higher order in . This is needed,
for example, to obtain corrections to Rytov’s law which arise from coefficients with a Fourier
index of +1, as such terms produce resonant coupling at second order in perturbation
theory, cf. Fig. 5.3. Such an analysis was carried out in Ref. [173] to obtain corrections to
Rytov’s law which arise from fiber bending, as described by the baseline normal v, defined

in Eq. (5.5). This analysis was carried out in flat space-time in which case it was found
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that the Jones vector §, satisfies an evolution equation of the form
CD,g* = i€ (*y — 3K*61) 9" +ink 9", (5.126)

up to terms of order (pk)3, where g is the core radius and k the curvature of the fiber’s
baseline. Here, £ and 7 are coupling constants (the polarization and phase curvature
moments) that depend on the details of the optical fiber and the wavelength of light
propagating therein. Similar equations were put forward in Refs. [180; 186] using different
methods in slightly altered setups. The successful application of this scheme to second
order in ¢ indicates that the general methods described here allow, in principle, to compute
corrections to the solutions given in Section 5.6 that arise from the various terms listed in
Table 5.1 to arbitrary order in perturbation theory.
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5.10 Summary

The problem of describing light propagation in step-index optical fibers in the presence
of gravity has been considered previously in Refs. [4; 47-49]. Whereas the calculations
presented there were limited to weak static gravitational fields and a very restrictive class
of fiber geometries (namely straight fibers or fiber-optic spools placed horizontally in
a uniform gravitational field), the calculations presented here allow for arbitrarily bent
optical fibers located in arbitrary stationary space-times: the assumption that the fiber’s
radius of curvature and the characteristic length scales of the space-time geometry far
exceed the optical wavelength constitutes no significant restriction on the practical range
of applicability of the model.

The analysis in this chapter shows that the electromagnetic modes in step-index optical
fibers in curved space-times are characterized by their eikonal ¥ and the Jones vector
g, , describing the spatial dependence of the optical phase and the direction of electric

polarization, respectively. The eikonal ¢ was found to satisfy the evolution equation

where s is the arc length of the fiber’s baseline (measured in the spatial metric (3)gij), n is
the effective refractive index (a quantity that depends on the fiber’s refractive indices, its
core radius, and the electromagnetic wavelength), w is the Killing frequency, ¢ is the lapse
function, and fll is the tangential component of the shift vector {;. The Jones vector ¢;,

on the other hand, was found to be Fermi—Walker transported along the fiber:
(3)D Sgi - 0 .

The evolution equation for the eikonal 1 accounts for two effects simultaneously: the first
term describes the gravitational redshift and the second term corresponds to the Sagnac
effect. Whereas previous results on fiber optics in curved space-times have described these
effects separately from each other [4; 47; 48; 94|, the present analysis accounts for both
effects at once and extends these results to arbitrary fiber geometries and beyond the
weak-field regime. The transport law for the Jones vector §; is reminiscent of Rytov’s law
for geometrical optics in flat space-times [189]. A derivation of such an equation for optical
fiber modes in flat space-time was recently given by the present author in collaboration
with M. Oancea [173], and the present analysis extends this result to curved space-times.

Experimental signatures of the gravitational redshift and the Sagnac effect in optical
fiber interferometers are described in the next chapter.
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Chapter 6

Gravitational Photon

Interferometry

In standard quantum optics, linear optical elements (such as beam splitters and phase-
shifters) are modeled as unitary state transformations [196; 144, Sect. 6.5; 122, Sect. 14].
Previous descriptions of gravitationally induced quantum interference commonly modeled
the gravitational redshift of single photons using similar methods, in which the effect
on finite-norm wave packets was derived from a model of the corresponding effect on
infinite-norm states of definite frequency, see, e.g., Refs. [39-43; 49]. However, the analogy
between the gravitational redshift and other linear optics transformations is imperfect: in
Refs. [44; 45] it was argued that gravitational redshifts on finite-norm wave packets can be
modeled by unitary state transformations even though the corresponding transformation of
infinite-norm states of definite frequency is not of the standard form. From a mathematical
perspective, however, such models are not fully satisfactory as the notion of unitary
transformations of states with infinite norms is generally ill-defined.

Based on the quantization scheme developed in Chapter 4, Sections 6.1 and 6.2 describe
an alternative approach to this matter. As the quantization scheme used here is formulated
in the Heisenberg picture, where quantum states do not evolve in time, no state transfor-
mations arise here. Instead, a decomposition of classical solutions in terms of their input
and output wave profiles allows setting up a description of arbitrary linear optics circuits
where each optical element is not described by a transformation of ladder operators, but
by equalities that describe the decomposition of in-operators in terms of out-operators.
Contrary to the aforementioned formalism, where the description of finite-norm wave
packets is based on models for the behavior of infinite-norm states of definite frequency,
the method described here considers finite-norm wave packets from the onset.

The general formalism developed here is then applied to Mach—Zehnder interferometers
in general non-inertial frames (Section 6.3). The general formulas obtained there are then
used to describe interferometers in rotating reference systems (Section 6.4) as well as
interferometers in stationary gravitational fields (Section 6.5). Here, the aim is not to

provide an exhaustive list of all potential experimental signatures of quantum interference
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in non-inertial frames, but merely to demonstrate that the methods developed in this
chapter (which are based on the quantization scheme described in Chapter 4 and the

explicit calculations in Chapter 5) are sufficient to describe such interference experiments.

6.1 Classical Linear Optics Transformations

To describe optical interferometers, this section formulates a model of classical light
propagation in general linear optical circuits. The transition to a quantum description is

made in the next section.

A general linear optics circuit may consist of an arbitrary number of beam splitters
and phase shifters, located at different positions in a gravitational field, between which
light propagates through free space or optical fibers. This section is concerned with circuits
connecting N input regions with IV output regions, henceforward referred to as input and
output ports.

General field configurations in such optical circuits correspond to light being sent into
one or multiple input ports. If the optical circuit is linear, however, the output produced
by sending light into multiple input ports simultaneously can be understood by studying
the circuit’s response to radiation sent into single input ports. The general case is then
obtained by considering linear combinations of such fields.

The field A considered so far in this thesis describes single optical fibers in isolation.
Such fields can be “stitched together” to obtain global solutions, denoted by A, describing
light propagation in optical circuits consisting of multiple optical fibers (if radiation leakage
and potential crosstalk between the fibers is negligible). This requires introducing some
notation, illustrated in Figs. 6.1a and 6.1b: If Ai“ is a wave-packet solution in the input
region ¢ (valid at “early times” ¢ < tin, before the wave packet enters the optical circuit),
denote by Aiin the corresponding electromagnetic field (defined in the entire interferometer
for all times) that, at early times, is supported only in input region 7 and agrees with Ain

there. Hence, A™ and A™® differ in their domains of definition:
T (3

Ain is defined globally, i.e., on the entire interferometer,

Ain is defined only in the input region 7 and at early times t < t;y.

Accordingly, A%“ describes the electromagnetic field in a single input port only, whereas
Ain describes how such radiation propagates through the interferometer, and the fields
resulting in the various output ports. The field Aﬁn thus depends on the internals of the
optical circuit under consideration, whereas Ain can be prescribed independently of such

details.
Denoting by A|!" the restriction of A to the input port 4, one then has

A;’“B’“ =0fori#3j, A;nﬂn = Ain (no summation implied) . (6.1)
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input 1 output 1 input 1 output 1

input 2 output 2 input 2 output 2

(a) Ailn at t < ti, describes a configuration where  (b) Ailn at t > tout describes the fields in the

the electromagnetic field equals A!" in the input  output regions that arise from the field A'® in

region 1 and zero in all other input regions. input region 1. Note that A" is not defined in
the output regions.

input 1 output 1 input 1 output 1

input 2 output 2 input 2 output 2

(c) Ag‘llt at t > touy describes the field that has  (d) Ag‘ft at t < ty, describes the input that

the same field configuration as Ailn in the output  results in vanishing fields in all output ports

port 2 but is zero in all other output ports. except output number 2, where the resulting
field is identical to that produced by Ailn. In
general, ASY® differs from A™™.

Figure 6.1: Illustration of the nomenclature used to describe field configurations at a linear
optical circuit: A" corresponds to a field configuration defined in a single input region,
and A" describes its extension to the entire optical circuit (a). In particular, A can be
evaluated at “late times” t > toy4, after the wave packets have left the optical circuit (b).
The field AZ‘;’“ encodes the excitation in output region k that arises from the input Ain ().
This field can be evolved backwards in time to obtain the input that would have produced
Ai-n|z“t in the output port k£ and zero in all other output ports.

The use of such a notational distinction between A%n and A;n is as follows: in spite of
Aln £ A;-n for i # j, it is possible that the input wave profiles of A® and A;n coincide,®)
which will be expressed as Ai“ = AijIl (where an identification of the various input regions
is not written explicitly).

As the various fields Ain have disjoint spatial support at early times, they are mutually
orthogonal. If one further chooses the fields to be normalized, one has

(AP | AM) =5 (6.2)

7

(M Strictly speaking, this is only meaningful if the input regions i and j are isometric. In practice, this is
at best approximately true: for example, two optical fibers may have straight segments that are locally
indistinguishable to a certain level of accuracy. A more rigorous statement than the equality AR = A;-“
would be the following: if ¢ is an isometry mapping region i to region j, then A;" = ¢"A}* (up to potential
error terms). In the following, such isometries (or approximate isometries) will be left implicit.
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where (- | ) denotes the Klein—-Gordon product defined in Eq. (4.3). Let A"?" denote
the restriction of Ain to the output region k. For each such Ainmut, there exists a field
ASY (satisfying the field equations in the entire interferometer) which, at late times, is
supported only in the output region k£ and coincides with Ai“ there, hence

AQut|out — 5, Ain|out (no summation implied) , (6.3)

see Figs. 6.1c and 6.1d for a graphical illustration. Note that the fields A are not

necessarily normalized. Summing Az;-lt over k reproduces A;":

N
AP =) AR, (6.4)
k=1

which can be seen by noting that the field is fully determined by its restrictions to the
out

output regions. Restricting A%ﬂ to the output [ yields Ainh , which agrees with the
restriction of the right-hand side to output I on account of Eq. (6.3).

The Klein—Gordon products of the input fields are generally given by Eq. (6.2). The
products of the output fields, here denoted by

Uiy = (A% | A, (6.5)

depend on the details of the optical circuit. Since, at late times, A%;‘t is supported in output

k whereas A;’;‘t is supported in output /, their inner product vanishes if k& # I. Hence, U, ;

is of the form
Uity = Ui (no summation implied) . (6.6)

The transfer coefficients u,, ; can thus be regarded as a measure of indistinguishability of
the fields Ain and Aijn, based solely on information available in the output region k. Since

the Klein—Gordon product is Hermitian, u, ; satisfies
u;;ij = Ugji s (6.7)

i.e., for each k, u,, i regarded as a matrix with row index 7 and column index j, is a
Hermitian matrix. Inserting Eq. (6.4) into Eq. (6.2) and using Egs. (6.5) and (6.6), one
obtains

N
Z Upi; = Oij (6.8)
k=1

which expresses the fact that the inputs Ain and Aijn can be perfectly distinguished by

combining the information available in all output regions k.
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INlustration: Symmetric Beam Splitters To illustrate this formalism, consider a
symmetric beam splitter (which is commonly modeled as being point-like) with its two
inputs and two outputs labeled as in Fig. 6.2. If 7 and % denote the transmission and

reflection coefficients, respectively, one has
ASYE = 7 Aln ASSE = 7 Al ASEE = 7 Al ASSE = 7 Aln (6.9)

A direct computation yields the following expressions for the transfer coefficients

|72 T*%w %>  #*Tw
Y= Y= , 6.10
(t1i5) (%* Tw* | %)? (t235) T*Rw* | T|? (6.10)

where w describes the indistinguishability of the incoming wave profiles:

w = (Af' | AF). (6.11)
Equation (6.8) then implies the conditions

|71+ |2)* =1, T*R+R*T =0, (6.12)

which are known as the reciprocity relations for symmetric beam splitters [197]. Whereas
the standard formalism for linear beam splitters, described, e.g, in Refs. [198; 199], starts
from “unitary transformations” among non-normalizable plane waves, from which finite-
norm wave packets are constructed afterward, the present formalism allows to circumvent

the use of infinite-norm solutions and applies to finite-norm waves directly.

in
A2

Figure 6.2: Schematic representation of the splitting of wave packets at a beam splitter. For
light pulses reaching at the beam splitter at different times (left panel), the wave packets
at the outputs are not linearly dependent as would be the case for indistinguishable inputs.
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Composition of Optical Circuits In the standard optics formalism of transformations
of monochromatic waves, linear optical components are represented by unitary matrices that
can be multiplied to describe the composition of the transformations induced by applying
various optical elements in succession. In the present formalism, a similar statement
holds. To formulate such a relation, consider an optical circuit with NV inputs and outputs,
coupled via N intermediate regions. The coupling between input and intermediate regions
can be described as above: if Ain denotes a (normalized) field supported, at early times,
in the input region 4, and if Alnt denotes the excitation in the intermediate region k,
caused by input A , one has A;n Zk 1 A}g‘, see Eq. (6.4). The transfer coefficients
Upiis describing the transition amplitudes of this first coupling region, can be computed
using u,;; = (4 AP | AYF) (no summation implied). Next, consider the coupling of the
intermediate region to the output region. The “intermediate” fields Alnt are indexed by
two numbers: k labels the intermediate region and ¢ labels the input region. Each such
field gives rise to various excitations in the output regions, here indexed by m, that are
denoted by A°% . Such a field can be interpreted as describing the excitation in output

“=mki*
m that arises from the input ¢ only via the intermediate region k. The field in output m

out
2mki*

the coupling of the intermediate region to the output regions determines the transfer

arising from input ¢ is thus obtained by summing over all k: A%% = Zk 1A Now,

= (A%%. | A°%) (no summation implied) from which one can compute

coefficients v mki | Zmlj

mkilj —
the overall transfer coefficients according to

N N
= Z Z Umnkilj - (6.13)
k=11=1
Using this formula, models of arbitrarily complex optical circuits can be constructed from

simpler circuits (such as beam splitters and phase shifters).

6.2 Quantum Linear Optics Transformations

The above considerations on linear optics transformations were purely classical. The
corresponding equations for the quantized theory are obtained by applying the linear
raising operator dT(-), which maps a classical solution to the corresponding Fock operator,
to both sides of Eq. (6.4). One obtains

. N
a™ =3 afo, (6.14)
k=1
and, on account of Eq. (4.33a) together with Egs. (6.2), (6.5) and (6.6), these operators
satisfy the commutation relations

[al,al™ =6

~ ~tout
i @ ij ) [az‘it, Lou ] = 5klukm ) (6-15)
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with no summation implied in the last expression.

With these equations, one can compute single-photon transition probabilities in arbitrary
linear optics circuits. For example, in an interferometer with two inputs and two outputs
(N = 2), the state corresponding to a single photon in input 1 is denoted by 4!"|0) and the
decomposition into the output-basis is

AT1n|0> _ ATout|0> + ATOUtl()) . (6.16)

Projecting onto the space spanned by @$7'*|0) yields &J{Olut|0), whose squared norm gives the

probability of the photon reaching the output 1:
P11 = (0[afi*al$™"|0) = (0l[as", al5"1|0) = uyy: - (6.17)
Likewise, the probability for the photon (injected into input 1) to reach the output 2 is
A t ~out atout
P21 = (0[asi*aky™*|0) = (0][ag*, a33™1/0) = usys (6.18)
Analogously, if the photon is injected into input 2 instead of 1, one obtains the probabilities

P12 = U122, P2,2 = Uz - (6.19)
That the probabilities add to unity, i.e., p1,1 +p2,1 = p1,2 +p2.2 = 1, is ensured by Eq. (6.8).

The transfer coefficients u,,;; with ¢ # j arise only if multiple inputs are combined.

For example, given the two-photon input d];mdgmw), the coincidence probability p of one

photon entering output 1 and output 2, each, is given by

D = Uq11Ug99 + U1 U122 + Up12Ug21 T Ug1oUq07 - (6.20)

Comparison with the above results yields

P =DP1,1P2,2 +P1,2P2,1 + Up12Ug91 + Ug12U127 5 (6.21)

so that the last two terms can be attributed to two-photon interference.

Illustration: Symmetric Beam Splitters For symmetric beam splitters, whose
transfer coefficients are given in Eq. (6.10), one obtains the single-photon transition

probabilities
P11 =p22 = |9|2 , P12 =p21 = |<%)|2, (6.22)

which support the interpretation of .7 and & as transmission and reflection amplitudes,
since their squared moduli coincide with transmission and reflection probabilities, respec-
tively.

In particular, symmetric 50:50 beam splitters are characterized by |7 | = |Z| = 1/v/2.

107



Chapter 6. Gravitational Photon Interferometry

The reciprocity relations (6.12) then imply % = +i.7. For simplicity, the following

calculations assume
T =1/V2, R =i/V2. (6.23)

If one photon is injected into each of the two inputs of such a beam splitter, Eq. (6.20)

yields the following coincidence detection probability:
p=35(1-wf, (6.24)

where w = (A" | A1) is the Klein—-Gordon product of the two input profiles. For perfectly
distinguishable inputs (as depicted in Fig. 6.2), w vanishes and one obtains p = 1/2,
meaning that it is equally probable for the photons to enter separate or identical outputs.
This is because the two-photon interference terms in Eq. (6.21) vanish for w = 0. However,
for indistinguishable wave packets, where w = 1, one has p = 0, meaning that the photons
never enter separate outputs but always enter the same output port (both outputs are
reached with equal probability). This phenomenon of “photon bunching” is known as the
Hong—Ou-Mandel effect [200].

The sensitivity of Hong—-Ou—Mandel interference to the distinguishability of the inter-
fering wave packets has resulted in multiple proposals of its use in photon interferometry
in non-inertial systems, where initially indistinguishable wave packets are rendered distin-
guishable if they traverse different trajectories in a gravitational field or a rotating system,
see, e.g., Refs. [3; 5; 43; 201].

6.3 Mach—Zehnder Interferometry in Non-Inertial Systems

In Chapter 5, it was shown that light, propagating in an optical fiber with baseline =,
located in a stationary space-time with lapse ¢, shift ; and spatial metric (3)gij, is retarded

by a delay time equal to

- /7 | (?ds—i— é) , (6.25)

see Eq. (5.115), and that the Jones vector §; is Fermi-Walker transported along the fiber:
©®D,(J, = 0. Here, 7 is the effective refractive index of the optical fiber (which depends on
the optical frequency) and s is the arc length of +.

A Mach—Zehnder interferometer can be constructed using two such optical fibers, v;
and 79, connecting two beam splitters, see Fig. 6.3. For simplicity, the present analysis
assumes that if both inputs have the same polarization, then so do the outputs (trivial
holonomy). In this case, the transfer coefficients u,, ; can be computed without detailed
knowledge of the wave-packet polarization and its transport along the fibers. In a more
general setting, differences in polarization transport can contribute to the distinguishability

of wave packets that traverse different optical fibers.
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6.3. Mach—Zehnder Interferometry in Non-Inertial Systems

A simple model of such a Mach—Zehnder interferometer can then be constructed as
follows: The two beam splitters at the interferometer input and output can be modeled
as in Eq. (6.9). The delay of the wave-packets along the two fibers can be modeled using
delay operators Z;, acting as (Z;%)(t,s) = ¥ (t —t}, s — ¥¢;), where t} is computed according
to Eq. (6.25) and ¢; denotes the length of the fiber ;. Denoting by Zip /oyt and Zip /oyt the

transmission and reflection amplitudes of the two beam splitters, one obtains

A = Tout D1 Fin AP + Bout Do R AL
A = Tout D1 Boin A + Bout Do T AY
ASY = Rout Dy Fin AT + Tout Do R AL,
AL = Rous N R AR + Tous Do Tin AY .

6.26a
6.26b
6.26¢
6.26d

~— ~— ~—

For simplicity of exposition, the following calculations assume
<7in/out = 1/\/57 %in/out = Z/\/ia (627)
such that

A = 43P AT — L DAY,
AR = +5 DAY + S DAY
A3 = HNAT + S DAY
AR = —LNAT + S DAY

6.28a
6.28b
6.28c
6.28d

o~ N~
~— ~— ~— ~—

y: AA 1 A
)

o P

Figure 6.3: Schematic representation of two distinguishable wave packets traversing a
Mach—Zehnder interferometer. A delay of incoming wave pulses (1) makes the inputs
perfectly distinguishable. The wave packets are split at the first beam splitter, causing
superpositions of wave packets to traverse the two interferometer arms (2). Interference at
the second beam splitter causes the output probabilities to depend on the relative phase
shifts arising from the two interferometer arms (3). For symmetric beam splitters and
vanishing phase shifts, the wave packets produce definite outputs.
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The transfer coefficients u,, ; then take the form

1(2—wy —wiy +i(wyy —wh)

(ugig) = (v T ) (6.292)
4 +i(wg; —wiy) 2+ wey + Wiy
1 (24w +wl; —i(wy—ws)

(ugij) = 1 ( o *11 12 2i ) ) (6.29b)
—i(wy; — Wiy) 2 — Wy — Wiy

where w,; is the Klein-Gordon product
wm = (.@1 A,ILn | .@214'1711) . (6.30)

In the particular case where both input profiles are equal, all w;; coincide. For example, if

both wave packets have the same spectral profile
b(w) = (2m0®) "M exp[—f(w — w0)?/0?], (6.31)

which describes a Gaussian frequency distribution of central frequency wy and spectral

width o, one obtains
w” — e—iwoAte—GzAtQ/Q, (6.32)
where At is the difference in delays ¢}:

At =tf —t}. (6.33)

In this case, the transfer coefficients u;,;; take the following form:

1/1-— —0‘2At2/2 At _ —0‘2At2/2 : At
i) = 5 (17 a0 e e 0B) ) (6:34)
2\ —e A 25in(woAt) 14 e 7 AY/2 cos(woAt)
(1) 1 (14 e 728/ 2cos(wpAt)  +e 7 A/ 2gin(woAt) (6.35)
U ) = — . .
2077 2\ e A 2gin(woAt) 1 — e~ A2 cog(wpAt)
From Egs. (6.17) to (6.19), one obtains the single-photon detection probabilities
P11 =DP22 = %[1 — Y1 cos(woAt)], (6.36a)
p1,2 = pg,l = %[1 + 7/1 COS(WQAt)] y (636b)
where 77 is the visibility
1 = exp(—302At?). (6.37)

In the limiting case of spectrally narrow wave packets, 02At? < 1, one obtains 7] ~ 1 and

the resulting detection probabilities are fully determined by the phase shift associated with
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6.3. Mach—Zehnder Interferometry in Non-Inertial Systems

the central frequency: p; 1 =~ sin?(wpAt/2). Alternatively, if 02At? = 1, the interferometric
visibility reduces to ¥1 = 1/4/e ~ 61 %. Such a reduction in visibility can be understood
intuitively as arising from a significant difference in arrival times at the second beam
splitter, which renders the wave packets partially distinguishable. In the case where At
arises from gravity, Ref. [2] argued the former case (02At? < 1) to be analogous to the
Pound-Rebka experiment [10], whereas the latter case (62At? ~ 1) was interpreted as
being analogous to the Shapiro delay experiment [202].

Additionally, Ref. [2] considered such single-photon experiments as clearly demonstrating
signatures of general relativity and quantum theory simultaneously. However, as single-
photon detection probabilities closely follow classical intensity distributions [203], one
may consider multi-photon interferometry instead, as such experiments deviate from their
classical counterparts more significantly.

For a two-photon input state, Eq. (6.20) yields the coincidence detection probability

p = 2[1 + ¥ cos(2wpAt)], (6.38)
with the visibility
V5 = exp(—o2At?). (6.39)

Comparison with Egs. (6.36) and (6.37) shows that such a two-photon interference experi-
ment exhibits not only a doubled fringe frequency but also a squared visibility: 75 = ¥42.
This non-classical behavior can be attributed to path-entangled two-photon NOON-states
that are created at the first beam splitter and acquire a phase shift that is twice as large
as for classical light or single-photon states [22], see also Fig. 1.1 on page 3.

Compared to the single-photon case, the two-photon experiment thus exhibits detection
probabilities that differ strongly from the classical intensity distributions. Moreover, the
doubled phase sensitivity makes it possible to detect delays At that would otherwise be
too small to be measurable with single photons. Furthermore, such experiments are more
sensitive to a reduction in visibility ¥, as for 02At? ~ 1 the one-photon visibility was
found to be #1 ~ 1/+/e ~ 61 %, whereas the two-photon visibility yields ¥2 ~ 1/e ~ 37 %.

Applications NOON-states are commonly used in quantum metrology since they allow
for phase measurements at the Heisenberg limit [204]. For the present considerations,
however, they can serve another purpose. If one wishes to design an experiment that
shows, simultaneously, signatures of general relativity and quantum theory, one must
demonstrate experimental outcomes that require both theories for their explanation and
are thus not reproducible by either classical experiments in curved space-time or quantum
experiments in flat space-time. In the present case, the gravitational redshift in optical
fibers, described by the lapse ¢ in the first term in Eq. (6.25) provides a characteristic
signature of general relativity (or, more generally, of metric theories of gravitation) that is

absent in Newtonian gravity due to the absence of a coupling between Maxwell’s original
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equations and the Newtonian potential ¢. Likewise, the non-classical fringe frequency and
visibility in Egs. (6.38) and (6.39) are characteristic features of multi-photon quantum

interference that cannot be reproduced using classical light sources.

Overall, by combining interferometric signatures of non-classical states of light with
phase shifts that are absent in Newtonian gravity, one can construct experiments that

demonstrate characteristic effects of quantum theory and general relativity simultaneously.

The next sections discuss such interferometer experiments where the phase shift arises
from concrete non-inertial effects, namely the Sagnac effect and related phenomena (Sec-
tion 6.4), as well as the gravitational redshift (Section 6.5).

6.4 Shift-Induced Delays: Rotation

The general formula for the optical delay given in Eq. (6.25) has two contributions: one
describing the optical path length and one describing the Sagnac effect induced by the shift
vector &;. The latter contribution can be isolated by considering Sagnac interferometers, in
which two light rays are brought to interference after traversing a given closed loop + in
opposite directions. Denoting by t] and ¢5 the delays of these counter-propagating rays,
one finds

£ = fng-l ds + f 2%, £ = fng-l ds — f 2%, (6.40)
¥ ¥ ¥ ¥
so that the time delay evaluates to
At =2 }{ 2. (6.41)
v

If ~ is the boundary of a compact two-dimensional surface S (such that v = 9S), Stokes’
theorem yields

At =2 /S d(¢%). (6.42)

Sagnac Phase Concrete expressions for the Sagnac delay At can be derived in Fermi

coordinates (Section 2.5), for which one has
¢ =1+a;2" +0(z?), & = siijja:k +0(z?), (6.43)

where a, and € denote the vectors of linear acceleration and rotation, respectively. Hence,
one has (7%, = &, + O(z?), and thus

d(¢2€)y = 26;30" + O(2) (6.44)
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which implies the Sagnac formula
At~ 4 / Qids, . (6.45)
S

Previous derivations of this formula in curved space-time were restricted to ray optics
[205; 206], and extensions to fiber optics were limited to fibers of special geometries in flat
space-time [94; 207]. Equation (6.42) provides a general formula for arbitrarily shaped
optical fibers in curved space-time (as derived from the fiber-optics calculation in Chapter 5,
without using ray-optics methods) and Eq. (6.45) shows that the standard Sagnac formula
is reproduced on sufficiently small scales.

Despite Eq. (6.45) being of the same form as the standard Sagnac delay known from
ray-optics in special relativity [208; 209] the rotation vector €2, entering this formula does
not coincide exactly with the angular velocity relative to stationary reference systems at
large distances (if there are any). Indeed, by Egs. (2.79) and (2.80), €, contains relativistic
corrections associated with time dilation, Thomas precession, the de Sitter effect, and the

Lense—Thirring effect.

Experimental Tests Experimentally, the Sagnac effect in optical fibers is well tested
both at the classical level, see, e.g., Refs. [210; 211] and references therein, and also at
the single-photon level [212]. Experiments testing the Sagnac effect on pairs of entangled
photons are currently ongoing at the University of Vienna [213]. Additionally, the GINGER
project aims to build a Sagnac interferometer sensitive enough to resolve the sub-leading
de Sitter and Lense—Thirring corrections to the Sagnac phase shift [214-216] that stem
from the corresponding terms in the rotation vector €2, given by Egs. (2.80c) and (2.80d).

Lense—Thirring Phase In Ref. [134] a thought experiment was considered, in which
light is sent in a loop around a rotating massive object (see Ref. [217] for the assessment
of an analogous setup involving massive particles instead of photons). Even though that
paper considered light propagating in optical fibers, the derivation of the phase shift was
carried out using a ray-optics model that did not take the optical properties of the fiber
into account as the light ray was assumed to be null with respect to the space-time metric
(4)glw, and not with respect to Gordon’s optical metric g,,,. However, Eq. (6.42) shows that
in Sagnac interferometers the time delay At is independent of the refractive index so that
no corrections to the results of Ref. [134] arise. Indeed, to leading order in the multipole
expansion of linearized gravity, the shift vector is given by &, = %ei j kxj J*, where J; is the
total angular momentum, see Egs. (2.54b) and (2.56). Comparing the phases of the light
rays in the equatorial plane that are both emitted at the azimuthal angle ¢ = 0 and reach
¢ = w via fibers that run clockwise or anti-clockwise around the central mass, respectively,

one obtains the phase shift
Ay = dnwJ/r, (6.46)
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in agreement with Ref. [134, Eq. (4)]. Even though the calculations leading to the
Lense—Thirring phase shift (6.46) are similar to those leading to the Sagnac phase shift
(6.45), the physical effects underlying these phase shifts differ significantly: whereas the
Sagnac effect arises from the rotation of the interferometer and can thus also occur in the
absence of masses, the Lense—Thirring phase shift arises in a non-rotating interferometer
and is caused by rotating mass distributions. As a consequence, the Sagnac phase shift
increases with the radius of the fiber loop as 72, whereas the Lense-Thirring phase decreases,

for large distances, as 1/r.

6.5 Lapse-Induced Delays: Redshift

Whereas the shift vector §; in Eq. (6.25) gives rise to the Sagnac effect described above,
the lapse ¢ accounts for the redshift. To discuss the latter effect without the former, this
section considers the case £, = 0 (the overall result is the sum of these two contributions).
In the absence of a shift vector, Eq. (6.25) yields the following result for the optical delay

t7 along a curve v;:
t; = [ —ds, (6.47)

where 7 is the effective refractive index (which, in general, depends on the lapse ¢ according
to the calculations in Section 5.6, but can be regarded as a constant to a good level of
approximation). As a consequence, the difference in delays arising from the two fibers 1
and 79, At, can be written as an integral along the closed loop v = 71 — 72 obtained by
joining ; with the reversed curve (—v2):

n
At = 75 Fds. (6.48)

Such a relative delay can be measured, for example, in a Mach—Zehnder interferometer
consisting of two fiber spools of equal length ¢, separated vertically by a height difference
h. If one approximates the integrals of /¢ along the fiber spools by n¢/¢ (thus neglecting
inhomogeneities of the lapse across the fiber spools), and if the difference in delays arising
from the vertical fiber segments is negligible compared to that arising from the fiber spools,

one obtains

At =~ nf —

1 1 il
C(20) (20 + h)] - (6.49)

¢(20) [ - C(gcfzi)h)] ’

where zg denotes the altitude of the lower fiber spool.

For small-scale experiments, in which the Fermi coordinate system described in Sec-
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tion 2.5 is a good model for the laboratory coordinate system, one has

~1 + gz + %(4)thtz22 ,

provided that the gravitational field does not vary significantly across the horizontal
extension of the experiment. The delay thus reduces to

At~ 7l [gh — (8% — ¥Ry )7 - (6.51)

For an experiment taking place on Earth’s surface, one has the following order-of-magnitude

estimates (in geometric units):
g~ 1070m™, g ~107%m2, Ry, 2107 P m™2.

The dominant term is thus the one linear in gh, which describes the linearized gravitational
redshift.

As a frequency shift, the gravitational redshift is well tested: it was first demonstrated
by Pound and Rebka over a height difference of 22.5m [10] and since then experiments
have been developed that were able to measure the gravitational redshift at meter scales
in 2010 [218] and at the millimeter scale in 2022 [219]. Additionally, larger-scale fiber-
optic experiments over height differences of 450 m provide the current best Earth-based
experimental test of the gravitational redshift, constraining the relative deviation from the
theoretical prediction to (1.4 £9.1) x 107° [220].

These frequency-shift experiments can be compared to experiments directly measuring
the gravitationally induced phase shift given in Eq. (6.51). Such an experiment was first
proposed by Tanaka in 1938 [47], but was hitherto not experimentally realizable. Extensions
of such proposals to the single-photon level were made more recently in Refs. [2; 48] and
are now considered experimentally viable in the currently planned GRAVITES experiment
at the University of Vienna [4; 31].

As the setups described so far focused on the linear term in Eq. (6.51), they do not
measure space-time curvature, which is encoded in the second-order term. Considering
the term quadratic in h, the above estimates show that g2 is negligible compared to the

curvature term, leading to
At~ nl [gh+ §OR,,. b7 . (6.52)

For a height difference of 450 m (as in Ref. [220]), the order-of-magnitude estimates given
above show that the curvature correction is about four orders of magnitude below the
linear term so that curvature corrections to the gravitational redshift in Earth-based
interferometers might become experimentally accessible to frequency measurements in

future experiments.
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Satellite Experiments In addition to the small-scale experiments considered above, it
is conceivable to test the gravitationally induced phase shift on light in space experiments
by constructing a Mach—Zehnder interferometer with one fiber optic spool on Earth and
another one on a satellite.

Compared to small-scale experiments, the main difference in the mathematical descrip-
tion of such large-scale experiments is that it is no longer possible to use the earthbound
Fermi coordinate system described in Section 2.5. This is because for the gravitational
potential ¢ = —M /r, the Taylor series around Earth’s radius R converges only for altitudes
in the range h < R.

If (1= 1/(1 — 1) and (2 = 1/(1 — p2) denote the values of the lapse at ground level
and at the satellite altitude, respectively, Eq. (6.49) yields

At ~ 7l(ps — 1) = ”ZTM (1 _ RL;h) . (6.53)
Whereas the altitude of low Earth orbit satellites (at 160 km to 2000km) is below Earth’s
equatorial radius (about 6378 km), some medium Earth orbit satellites (between 2000 km
and 35786 km), geostationary orbits (at 35786 km) and high Earth orbit satellites are at
altitudes larger than Earth’s radius. At such altitudes, a measurement of the gravitationally
induced delay At would directly probe the 1/r-dependence of the gravitational potential,
as a linearization would not be mathematically meaningful. In this sense, measurements of
Eq. (6.53) were argued as being sensitive to space-time curvature even though the Riemann
tensor does not enter explicitly in the resulting phase shift [22]. However, in practice, the
orbital motion of the satellite would also contribute to the phase shift, which requires
adjustments to the experimental scheme to isolate the gravitational signal [35; 36; 221].

The details of such schemes, however, are beyond the scope of this document.
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Chapter 7
Conclusion and Outlook

Even though quantum field theory in curved space-times is generally considered a well-
established theory describing quantum fields in the presence of external classical gravita-
tional fields, its direct application to setups as considered in experimental proposals for
gravitational photon interferometry has been lacking. On the one hand, quantum-field the-
oretic descriptions of gravitationally induced phase shifts in single photons were restricted
to light propagation in vacuo and hence do not apply to the proposed setups in which
light is guided through optical fibers. On the other hand, previous assessments of the
proposed experimental schemes that accounted for the guiding of light (either via ray-optics
approximations or explicit fiber-optics calculations) relied on the assumption that, apart
from the computed phase shifts, light propagation in a gravitational field can be described
using the methods of quantum optics in flat space-time. It was the aim of the present
thesis to close this gap by providing a comprehensive description of single-photon fiber
interferometry in stationary gravitational fields that is based on the general framework of
quantum field theory in curved space-times and takes into account the guiding of light by

means of optical fibers.

7.1 Summary

The key points of the development of the theory of gravitational fiber optics described in

this thesis can be summarized as follows:

o Chapter 3 introduced a new gauge condition for the electromagnetic potential A, in
linear isotropic media (which may have arbitrary velocities and may be exposed to
arbitrary gravitational fields) that generalizes the Lorenz gauge condition in such a
way as to reduce the gauge-fixed field equations to a particularly simple form while
simultaneously ensuring the field A, to be continuous even at material interfaces

where the permittivity € and the permeability u are discontinuous.

o Chapter 4 provided a quantization of these newly developed gauge-fixed field equations

for stationary configurations, in which the space-time metric (4)gW admits a timelike

117



Chapter 7. Conclusion and Outlook

Killing vector field K*, the four-velocity u* is proportional to A*, and both ¢ and
u are constant along the flow of K*. The quantization scheme used here, which is
based on the Gupta—Bleuler method, relies on certain compatibility conditions of
the field equations and the gauge choice: While it is trivial to construct solutions
to the gauge-evolution equation from solutions to the gauge-fixed field equations,
this formalism requires that solutions to the scalar gauge-evolution equation give
rise to differential one-forms that satisfy the gauge-fixed equations. This is indeed
the case for the gauge-choice introduced in Chapter 3, and Eq. (4.8) shows that
this allows expressing the scalar Klein-Gordon product of the gauge function y
of a field configuration A in terms of the full Klein—-Gordon product of A with
another solution to the field equations. This non-trivial property makes possible the
construction of the quantum gauge operator in Eq. (4.37), on which the Gupta—Bleuler
quantization hinges. Additionally, it was found that a suitable quantum Hamiltonian
can be derived from the Lagrangian via Noether’s theorem even though there is no
universally agreed-upon stress-energy-momentum tensor for electrodynamics in linear

dielectrics (Abraham—Minkowski controversy).

o Chapter 5 developed a general perturbative solution to the gauge-fixed field equations
for arbitrarily bent optical fibers in a stationary gravitational field. The underly-
ing assumption of the perturbative scheme is that the optical wavelength of light
propagating in the fiber is much shorter than the characteristic length scales of the
functions describing variations in the fiber geometry or the space-time geometry
along the fiber. Additionally, quadratic and higher-order corrections arising from
the shift vector were assumed to be negligibly small. Both these assumptions are
certainly satisfied in practical applications. Even though the solutions obtained here
were derived using the gauge-fixed equations described above, the resulting fields
satisfy Maxwell’s equations (as they satisfy the gauge condition) and can thus be

used in more general settings that do not rely on specific gauge choices.

e Finally, Chapter 6 provided a general formalism for describing gravitational fiber
interferometry (in stationary space-times) at the single-photon level. The concrete
predictions derived there demonstrate that the quantization scheme developed here,
together with the explicit results on fiber optics in curved space-time, is indeed
capable of describing general interferometry experiments testing quantum optics in

non-inertial frames.

The description of gravitational photon interferometry developed here extends previous
work on this subject in multiple aspects: the model is derived from the basic principles of
quantum field theory in curved space-times, formulated within the algebraic approach to
quantum field theory, provides a systematic perturbative scheme for describing fiber optics

in a gravitational field, and has a wider range of applicability than previous models.
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Basic Principles Previous descriptions of gravitational photon interferometry exper-
iments at the quantum level generally fall within two classes: The first class comprises
models that are based on the theory of quantum optics in flat space-time, with gravitational
corrections added where found appropriate. The second class is formed by models that are
based on the general framework of quantum field theory in curved space-times. However,
these latter models did not describe the experimentally relevant setups of fiber optics in
curved space-times but either described scalar or electromagnetic waves in vacuo. The
present model does away with such simplifying assumptions as it describes gravitational
fiber interferometry at the single photon level using the general principles of quantum field
theory in curved space-times while simultaneously taking into account the full tensorial

character of the electromagnetic field propagating in optical fibers.

Algebraic Approach Previous descriptions of gravitational photon interferometry within
the framework of quantum field theory used mode-decomposition techniques in which
the quantum field operator is expanded in a complete set of orthonormal modes. This
entails that whenever single-mode excitations were considered, one had to ensure that
complementary modes (which are typically not calculated explicitly) do not contribute to
the observables under consideration [45]. The situation is significantly more transparent in
the algebraic formulation of quantum field theory used here: the description of gravitational
photon interferometry developed in Chapter 6 relies on a limited number of smeared field

operators ®(A;) and not on an infinite number of mode solutions.

Systematic Perturbative Scheme Hitherto-conducted calculations of gravitational
effects in fiber optics relied on approximations in which the relevance or negligibility of
various terms was determined “by inspection,” i.e., by considering numerical estimates for
representative scenarios. By contrast, the perturbative method developed here provides a
more systematic approach as it is based on a Taylor expansion of the space-time metric
in Fermi normal coordinates and a multiple-scales expansion of the electromagnetic field.
When used in combination with the classification of the expansion coefficients given in
Table 5.1, this allows for a structured computation of specific effects (such as phase or

polarization perturbations) to arbitrary order in the perturbative expansion.

Range of Applicability Contrary to all previous models of gravitational photon interfer-
ometry, which were restricted to post-Newtonian gravitational fields, the model developed
here is not restricted to the weak-field regime. Instead, the general methods developed
here apply to arbitrary stationary gravitational fields. Moreover, the previously published
calculations on fiber optics in curved space-times were limited to a small class of optical
fiber geometries, namely straight fibers placed horizontally in a uniform gravitational field
or infinitely-extended fiber spools whose symmetry axis lies horizontally in a uniform gravi-
tational field [4; 48; 49]. The present model, instead, allows for arbitrary fiber geometries

(provided that the fiber’s radius of curvature far exceeds the optical wavelength, a condition
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that is satisfied in all experimental setups proposed so far), regardless of the orientation of
the fiber within the gravitational field.

7.2 Outlook

This thesis shows how the framework of quantum field theory in curved space-times can

be used to describe experiments on single-photon interferometry in external gravitational

fields. Even though the present model extends previous work in multiple aspects, several

questions remain open. Some of them concern the technical details of theoretical models

as considered here, while others concern the comparison with experiment and the general

conclusions that can be drawn them.

e Whereas the fundamental modes of an optical fiber respond to the gravitational
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redshift by a mere phase shift, higher-order modes could be driven below their cutoff
frequency. What is the behavior of the electromagnetic field in such circumstances
and can such an effect be used to obtain more precise measurements of the redshift

in optical fibers?

In this document, optical fibers were modeled as lossless linear dielectrics. As optical
attenuation is an important factor in concrete fiber-optics experiments, it would be
interesting to extend the current model to include such effects. The issue here is that
current models on attenuation and noise in optical fibers are non-relativistic and a
coherent combination of such models with the present general-relativistic framework

appears to be a non-trivial task.

The explicit calculations in Chapter 5 are limited to step-index fibers. Is it possible
to extend these results to other kinds of optical fibers, such as graded-index fibers or

hollow-core fibers?

How large are the corrections to fiber-optic modes arising from the various terms
listed in Table 5.1 that have been neglected in the present calculations, and are they

experimentally measurable?

In Section 5.8 it was assumed that, in single-mode fibers, the modes of different
frequency and angular mode index are formally orthogonal in the sense of Eq. (5.109).
Can this be shown analytically, i.e., can one prove that the Klein-Gordon product of

wave packets in single-mode fibers is given by Eq. (5.112)7

How can the present analysis be extended to time-dependent settings? The cal-
culations given in Chapter 5 can be adapted to slowly-varying space-time metrics
using an adiabatic approximation. However, for time-dependent gravitational fields
the quantization becomes more involved as there is no longer a preferred vacuum

state. Although such ambiguities are not expected to produce drastically different
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predictions in the considered setup, a mathematically sound analysis appears to be

non-trivial.

The present description of photon interferometry is based on a simplified model of
photon detection. More realistic descriptions of such measurements can be obtained
by modeling energy transfer from the electromagnetic field to absorbing materials
such as superconducting nanowire single-photon detectors [222]. Such models thus
require a quantum description of the stress-energy-momentum tensor. However, this
tensor is known to have curvature-dependent renormalization ambiguities [158; 223].
How do these curvature ambiguities in the theoretical model affect the predictions

for detection statistics, and can these ambiguities be resolved by an experiment?

In the standard algebraic approach to quantum field theory, it is more common to
smear quantum field operators via space-time integrals instead of using the symplectic
smearing over Cauchy surfaces as was used here [160, Sect. 5.5]. For field equations
with smooth coefficients, Eq. (4.9) provides an explicit translation between these
two methods. However, in the considered case of discontinuous optical metrics,
the existence of a Pauli-Jordan distribution A is not self-evident. Does a form
of Eq. (4.9) hold in such setups? If not, this would suggest that there are two
inequivalent quantization schemes for the considered setups that might produce

different predictions in certain scenarios.

In free quantum field theories, quantum states are typically required to satisfy the
Hadamard criterion, which can be formulated as a restriction on the wave-front set
of the two-point correlation function [224; 225]. In vacuo, this condition depends on
the behavior of null geodesics in the space-time metric. Does this condition remain
useful for the quantized electromagnetic field in media, or should it be generalized to
take the optical metric into account? If so, what are the effects of discontinuities in

the optical metric?

The list of experimental setups considered in Chapter 6 is far from exhaustive. As
the formalism developed here is structurally similar to that of quantum optics in flat
space-time, descriptions of alternative experimental setups are expected to be simple
to obtain. Indeed, the author hopes that the general considerations of this thesis will
be found useful for planning and assessing future experiments on the interplay of

quantum optics and general relativity.

The fact that some technical questions remain open does not impede the derivation

of predictions for experiments. In particular, Chapter 6 derived concrete predictions for

gravitationally induced interference of pairs of entangled photons — an effect that requires

both quantum field theory and general relativity for its explanation. The GRAVITES

project aims at measuring such effects in the coming years, thus providing the first direct

experimental test of quantum field theory in curved space-times.

121



Chapter 7. Conclusion and Outlook

122



Appendix A

Properties of Lagrangian Field

Theories

Let .# be an oriented space-time manifold. Consider a Lagrangian L, here regarded a
differential form of top degree, that depends on a complex field ¥/, (where A may refer to
any index that need not be covariant), and a conjugate field %:

L =L[p",¢1]. (A.1)

In the following, dL[vy*,'; 5¢*,5¢’'] will denote the variation of L at the configuration
(¢*, ') along (3¢*,5¢’). The general form of the variation 3L is given by

SL[y*, ¢ 5p*, 5] = sy E4 + 5y, E*A

(A.2
+ d{3yRIT' + Sy, IT*4} )

where E4 and IT4 are the Eulerian and momentum forms, respectively [226].

A.1 Noether’s Theorem

If ¢* and v’ satisfy the field equations, i.e., E*4 = E' = 0, and if, for some field variations
d1* and 8¢/, the variation of the Lagrangian takes the form 8L = dx[¢*, '], then the

definition of the momenta implies that the form 7, defined as

n = Sy RITA + 5y, IT* — x[v*, '], (A.3)

is closed. If €2 is a space-time region bounded by Cauchy surfaces ¥, and ¥_ in the
future and in the past, respectively, and if the fields decay sufficiently rapidly such that

the integrals [, . M are finite, Stokes’ theorem implies

/Enz/z_n- (A4)
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Hence, the integral [y, 1 is independent of the Cauchy surface used to evaluate it. In

particular, if
81/]* = 29{¢* ) 81/}/ = 29{¢l, oL = ,gg(L, (A5)

for some vector field K, then Cartan’s formula implies 0L = d(K _L). In this case the
above conservation law applies and the conserved quantity is known as the Noether charge

Qul" ) = [(SapiTIA + Lo 4T04 — FOL, ). (A6)
3

A.2 Symplectic Product

If the Lagrangian is bilinear (as is commonly the case for non-interacting theories), one has

SL[0,9";9",0] = 8L[¢*,0;0,9'], (A.7)
and thus
PREA + d(yIT4) = ¢, E* 4 d (¢, IT*4) . (A.8)

Now, if both %* and 1)’ satisfy the homogeneous field equations, E* = E' = 0, one finds
that 1/)21'["4 - ¢:4H*A is closed. If, as before, €2 is a space-time region bounded by Cauchy
surfaces ¥4 and X_ in the future and in the past, respectively, and if the fields decay
sufficiently rapidly such that the integrals [5 (1/)21'["4 — w;ll'[*A) are finite, Stokes’ theorem

implies

| @it — ) = [ I - g, (4.9)

o T

Hence, the symplectic product, defined as
wv) = [WaIT4 - yuI), (410
b

is independent of the Cauchy surface ¥ used to evaluate the integral.

The conservation law for the symplectic product 2(¢*,1’) can also be derived from
Noether’s theorem if the Lagrangian is invariant under U(1)-transformations of the fields.
Indeed, if L is invariant under the variations 5¢* = +iY* and 8y’ = —it)/, then the
associated Noether charge is iQ(¢*,¢").

If the manifold .# is endowed with a volume form Ye, which induces a volume form
®) on the Cauchy surface X, then the pull-back of 4 [¢] to ¥ is necessarily proportional
to ®e (as they are both forms of top degree on ¥) and can thus be expressed as IT4[)]®.
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A.3. Pauli-Jordan Distribution

With this notation, the symplectic product can be written as
Q) = [T — gIr) e, (A1)
b
The Klein—Gordon product is defined as

W |9) = %9(¢*,¢’), (A.12)

which is dimensionless on account of the factor 1/h, sesquilinear (anti-linear in the first
argument and linear in the second), and the factor ¢ makes the Klein-Gordon product
Hermitian in the sense that

(Ple) =] (A13)

A.3 Pauli-Jordan Distribution

Another conclusion that can be drawn from Eq. (A.8) is the following: Let 74 be a
differential form of top degree that is supported on a compact set K, and suppose that the

inhomogeneous field equation
EAy*]+ 54 =0 (A.14)

admits a unique advanced solution 1} and a unique retarded solution wj, such that ¥
vanishes outside the causal past of K, whereas 1/{2 vanishes outside the causal future of K.

If ¢* is a homogeneous solution, then Eq. (A.8) yields
a3t = AL — I (A.15)

If ¥4+ are Cauchy surfaces such that ¥, does not intersect the causal past of K and ¥_
does not intersect the causal future of K, one obtains

Jwnit=+ [ @At —pim) = - [ @i -y, (A.16)
M > o
The integrals are structurally similar to those arising in the symplectic product. However,
the latter is defined for homogeneous solutions only, whereas ¥* are inhomogeneous
solutions. Their difference, A = ¢+ — 1)~, however, is a homogeneous solution, and is
related to the inhomogeneity j“ via the Pauli-Jordan distribution (causal propagator)
A = A[j]. The above formula then yields

[ vadt =, ). (A17)
M
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A.4 Schrodinger Equation

Let K be a symmetry vector field of a bilinear Lagrangian L[t¢*, '] in the sense described
in Appendix A.1, and define the Hamiltonian # by the formula

Qu[v", ¥l = (¥* | #y'), (A.18)

where Qg [1¥*,1'] is the conserved quantity defined in Eq. (A.6), and (- | -) is the
Klein—Gordon product defined in Eq. (A.12). If (- | -) is non-degenerate, then the field
equations imply that 1 satisfies the Schrédinger equation

thlq = Hp. (A.19)
Indeed, by definition of the Klein—-Gordon product, one has

] i) = [[(Eap/a) T = (oIl
b

(A.20)
= (o)A + (£ )T — £ ($3TT4).
b
Using Cartan’s formula for the Lie derivative, one has
[ 2 i) = [190 awaTr) + dloc i) (A21)
b

The last term vanishes under the assumption of suitable decay of the fields (or if the

Cauchy surface is compact). Furthermore, for a bilinear Lagrangian L[¢*, '], one has
d(yIT4) = Liy*, ¢ - ¢*E[y], (A.22)

so, by virtue of the Euler—Lagrange equations, one obtains

(@ | in8a) = [{(Eaw) T + (Lo DITA = KL, ')
b (A.23)

= Qu[Y", ] = (¥ | #y'),

which is the “symplectically smeared” version of the Schrédinger equation. If (- | -) is
non-degenerate, this implies Eq. (A.19) for ¢/.
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Units and Conventions

This text uses geometric Lorentz—Heaviside units, in which the gravitational constant, G,
the speed of light in vacuo, ¢, the vacuum permittivity, €y, and the vacuum permeability,
o, are set to unity:

G=c=¢gy=y,=1.

In this system of units, one has the following numerical values:

Earth’s mass 4.435 x 103 m,
Earth’s radius 6.371 x 105m,
Earth’s angular momentum 1.452 x 1072 m?,
Standard gravity 1.091 x 10716 m~1,
E6tvos 1.113 x 10726 m~2,

Reduced Planck constant 2.612 x 1070 m?2.

The metric signature is (—, 4+, +,+), so that the Minkowski metric has the form
n = —dt? + dz? 4+ dy? + d22.
The conventions for the curvature of any metric g, are

le/p = %glw(augpa + apgwr - 8crgl/p) ’
Ruupa’ = apl—wl/o‘ - 80 Fuup + F”)\pr)\va - FIL)\O-FAyp )
R, =R,

and the Einstein field equations in the absence of a cosmological constant are
1
RI»“’ - §Rg#,, = 87TT,ul/ .

In the Misner—-Thorne-Wheeler classification of sign conventions [75], this corresponds to
the (4, +, +)-convention.
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©® Q@ NZ

[f]

C.C.

Natural numbers
Integers

Real numbers
Complex numbers
Partial differentiation
Jump of a function f
Complex conjugate
of preceding term
Hermitian conjugate

of preceding term

Tensors and matrices

X ()

Xy

At

tr A
adj A
diag

Symmetric part of X,
Antisymmetric part of X,
Three-dimensional Levi-Civita
symbol with €93 =1
Four-dimensional Levi-Civita
symbol with €4;95 =1
Transpose of a matrix A
Adjoint of a matrix A

Trace of a matrix A

Adjugate of a matrix A

Diagonal matrix

Special functions

Bessel function of the 15 kind
Bessel function of the 2" kind
Modified Bessel function

of the 1% kind

Modified Bessel function

of the 2" kind

Differential geometry

M
57
L

Ly

I
6",

T
N7

Four-dimensional manifold
Three-dimensional manifold
Immersion

Gauss map

Unit normal

Soldering form

Tangent bundle of .
Normal bundle of .

Mathematical operations

*
_I

N

d

£
exp
O
A

Pull-back along a map f
Interior product
Exterior product
Exterior derivative

Lie derivative
Exponential map
d’Alembertian

Laplacian

Lagrangian field theory

Lagrangian four-form
Eulerian four-form
Momentum three-form
Noether charge

associated to Killing field K
Symplectic product
Klein—Gordon product
Ashtekar—-Magnon product
Classical Hamiltonian

Pauli-Jordan distribution
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Matter

Energy-momentum tensor
Energy density
Momentum density

Stress tensor

Total mass

Total angular momentum

Linearized gravity

Uy

by,

GR
PN

PPN

EpPN

QppN

YpPN

@
g;

Minkowski metric

Linear metric perturbation
General theory of relativity
Post-Newtonian
approximation
Parameterized Post-
Newtonian theory

PPN expansion coeflicient
PPN parameter

equal to 0 in GR

PPN parameter

equal to 1 in GR
Gravitational potential

Gravitational acceleration

Geometry of space-time

4
( >gW
(4)

Vu
(4)F#Vp

WRM,

(4),
euupo

Metric tensor
Levi-Civita derivative
Connection coefficients
Curvature tensor

Volume form

Geometry of space
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Metric tensor
Levi-Civita derivative
Extrinsic curvature
Connection coefficients
Curvature tensor

Volume form

Geometry of foliations

Cauchy surface
Time function
Foliation vector
Lapse function
Shift vector

Geometry of timelike curves

t

ub
at
@D,

Co

QH

Proper-time
Four-velocity
Four-acceleration
Fermi—Walker derivative
Adapted tetrad

Tetrad rotation vector
Landau—Lifshitz Metric

Geometry of spatial curves

s Arc length
(short distance scale)
Long distance scale
€ Slowness parameter
T! Unit tangent vector
vt Normal vector
N? Unit normal vector
Bt Binormal vector
K Curvature
T Torsion
GD, Fermi—Walker derivative
Electromagnetism
A, Gauge potential
F,, Field strength
G* Excitation
x*P?  Constitutive tensor
€ Permittivity
u Permeability
n Refractive index
n Wave impedance
9w Optical metric
9w Gordon’s optical metric
X Gauge function



Quantum field theory

2
(4

x(x)

&
g

¥g>g>
> T~
- <
N

Algebra of basic observables
Quantized potential A,
symplectically smeared by A’
Quantized gauge function ¥,
symplectically smeared by x’
Quantized field F'
symplectically smeared by F’
Annihilation operator
Creation operator

Quantum Hamiltonian

R Krein space

9 Hilbert space

3 Space of physical states
B Space of gauge states
|0) Ground state

|coh(-)) Coherent state

D(") Displacement operator
q, D Quadrature operators
Ray optics

v Time-dependent eikonal
P Time-independent eikonal
k, Wave covector

K*# Wave vector

A Optical amplitude

g Optical intensity

F Optical polarization

Fiber optics

ni, na  Refractive indices
in the core and cladding
n Effective refractive index
A Index contrast
w Optical frequency
B Propagation constant
m Azimuthal mode index
% Radial mode index
U, W  Normalized transverse
wave numbers
\%4 Normalized frequency
b Normalized guide index
&, Transverse electric field
9; Jones vector
Cps eb Complex frame and co-frame
H, Helmholtz operator
Gm Green operator
Interferometry
Upii Transfer coefficients
T Transmission amplitude
X Reflection amplitude
9 Delay operator
t* Delay time
¢ Spectral distribution
o Spectral width
V4 Visibility
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