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Data publishing using semantic web and linked data tech-
niques enables the sharing of detailed information. Impor-
tantly this information is shared using common standards
and vocabularies to enable simple re-use. In the digital
preservation community, an increasing number of systems
are adopting linked data techniques for sharing data, includ-
ing the PRONOM and UDFR technical registries. In many
systems, only current information is being shared. Further,
this information is not being described with data relating
to who and when it was published. Such basic metadata
is seen as essential in all digital preservation systems, how-
ever has been overlooked to a large extent when publishing
linked data. This failing is partly due to there being very
few specifications, reference implementations and verifica-
tion systems in place to aid with publishing this type of
linked data. This publication introduces the Linked Data
Simple Storage Specification, a solution that enables care-
ful curation linked data by following a series of current best
practise guidelines. Through construction of a reference im-
plementation, this work introduces how historical informa-
tion can be referenced and discovered in order to build cus-
tomisable alerting services for risk management in preserva-
tion systems.

1. INTRODUCTION
Data, or to use another term, knowledge is the founda-
tion for progression in society. Knowledge is key to mak-
ing informed decisions that hopefully, on reflection, are cor-
rect. This principal is particularly true in the field of digital
preservation and archiving where a key opportunity exists to
automate the sharing of knowledge for the good of the entire
community. The most common form of knowledge exchange
within the digital preservation community is via registries
([7],[18],[8]). Moving on from simple fact based registries,
such systems have evolved with the aim of sharing process
information [1] to the point where it is now possible to share
work-flows [10].

The automated sharing knowledge via the web is an area of
research that has seen huge interest over the past decade,
partly driven by the vision for a Semantic Web [4]. In this
vision, knowledge comes together with reasoning such that
informed decisions can be made on a persons behalf. This
is a field of study which brings modern techniques together
with years of Artificial Intelligence research [12].

The idea of publishing self describing data on the web, that
could be read and understood by computers became the key
driving principal for what is now known as Linked Data.
Berners-Lee outlines a 5-star guide for publishing linked data
on the web [3], a guide that has been followed successfully
by many communities ([6],[13],[17]) including in the field of
digital preservation [9].

The P2-Registry prototype [18] took advantage of the ability
to harvest, manipulate and reason over linked data available
from many sources to help make informed decisions regard-
ing preservation actions. Data from PRONOM and DB-
pedia (the linked data version of wikipedia) was imported
and aligned using a series of simple ontologies. This lead to
huge increases in the amount of knowledge available to an-
swer questions relating to specific digital preservation prob-
lems including: “What tools can open a particular file?”, and
“How do I migrate this file to JP2000?”.

The original P2-Registry prototype has been utilised suc-
cessfully by many preservation systems to help users make
important decisions ([2],[19]). In addition many other linked-
data related projects have began in the area of digital preser-
vation, most notably the PRONOM data is now available
directly from the National Archives (UK) as linked data [9].

While the amount of linked-data becoming available from
various sources is becoming much greater, there still exists
many problems in managing this data and deploying the cor-
rect architectures. Further challenges are then faced in un-
derstanding what information is available, establishing trust
of this information and separating historical and current in-
formation.

While these problems exist within both the UK government
data (where PRONOM is hosted) and P2-Registry system,
they are not unique in these systems. In the years follow-
ing the initial effort on the P2 system, many efforts have
been made in the wider community to tackle the problems
with understanding, trust and provenance resulting the in
production of many best practise guidelines. In this publi-
cation, we present LDS3, the successor to P2 that follows a
number of these best practices to provide a simple system
which automates and assists with the process of publishing
data to maintain integrity, trust and full historical informa-
tion. Further to this, the LDS3 system also enforces strict
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data curation policies, meaning any hosted datasets should
be easy to understand, query and re-use.

LDS3 supports a publication-based named graph model to
re-connect data indexed for querying to the actual source
data. Further LDS3 removes the concern from the user
about version and temporal data, much like version control
systems do for computer code, enabling users to directly
upload and manipulate documents containing the impor-
tant data. The LDS3 reference implementation extends a
number of freely available and well supported software li-
braries. This is done with a lightweight shim that simplifies
and streamlines the process of managing linked data. At
the same time as implementing the LDS3 specification, this
shim also incorporates authentication services using OAuth2
to allow the management of data to be restricted.

This publication presents both the LDS3 specification and
related reference implementation. Further a number of ex-
emplar use cases, similar to that presented in the P2-Registry
work, are introduced to demonstrate the benefits of the new
capabilities available. Specifically, one of these capabilities
looks at how historical information can be queried to pro-
vide automated alerting services when expected behavioural
change.

The remainder of this paper is structured as follows. Section
2 recaps the P2-Registry and related work from the wider
community, introducing many of the efforts being made to
produce best practice guidelines for managing trust, authen-
ticity and history of data on the web. Sections 3 and 4 intro-
duce the LDS3 specification and reference implementations
addressing how some of these best practise guidelines have
been applied to produce a specification for managing data.

Section 5 looks at the problem with changing data in the dig-
ital preservation community. By continuing the P2-Registry
work, this section looks at the risks to changing character-
isation data and outlines how LDS3 can be used to build
alerting services to information about risks related to change
in this type of data. Before concluding the broader impli-
cations for LDS3 type systems are introduced demonstrat-
ing how LDS3 supports discovery and querying of historical
data.

This paper concludes by looking at the applications of LDS3

and possible future work. This section looks at how the P2-
Registry has now been enhanced with temporal data with-
out changing the existing API and available services. LDS3

provides an exemplar for publishing persistent datasets that
provide valuable information needed to establish trust,. By
extending the use of such services beyond the preservation
community, this will in turn enable easier data preservation
in the future.

2. LINKED DATA TODAY
Berners-Lee’s original vision for the Semantic Web became
a vision for the future of automated computing in which in-
formation is not only discoverable and transferable, but also
fully understood. Further, this information enables the gen-
eration of new knowledge through complex reasoning and
other inferencing techniques. Essentially the web and http
would be used as the location, storage and transport meth-

ods for knowledge. Artificial Intelligence methods would be
required to assist with trust, proof and the understanding
of the data.

While the semantic web is still a vision, some of the barriers
to seamless knowledge exchange are being lowered. Shar-
ing of knowledge starts with the sharing of data; facts that
can be used in other contexts. The web has encouraged the
sharing of information, however this has typically been via
the embedding of data in web pages (using HTML). The
drawback of this technique is that HTML is designed as a
human readable format and not one to be used for auto-
mated exchange of understandable data. In order to move
to a web of machine readable, open data requires a new way
to expose data.

The benefits of sharing data have been seen in many appli-
cations [5]. Many services have opened up their data using
formats such as XML, JSON and simple CSV, following the
5-star principals of linked data [3]. Exposing data under
an open licence in this way achieves between two and three
stars. The 4th star calls for the data to be shared in the RDF
format, using URIs for identifiers, such that data can be
easily discovered over the web and then used in a standards
compliant way. Once the data is exposed as 4-star Linked
Data, techniques from the Semantic Web can be used to
align datasets from disparate sources, leading to a greater
breadth of knowledge being available. 5-star Linked Data
is that which is already aligned and linked in some way to
other available 4 and 5-star linked datasets.

The idea of the P2-Registry was to expose the benefit of cre-
ating 5-star linked data for the digital preservation commu-
nity. This was achieved through the linking of the PRONOM
data to that exposed by DBpedia (the data endpoint for
wikipedia). At the time the PRONOM data was not ex-
posed as Linked Data, thus translating the XML data into
RDF with URIs was necessary. This was required in order
to get to a point where semantic web techniques could be
used to align and link to the data from DBpedia.

Figure 1 shows the use of the RDF Schema vocabluary to
connect two PRONOM identifiers (two versions of the PDF
file format) to the DBpedia identifier for Portable Document
Format. As DBPedia does not contain entries for each ver-
sion of PDF, these links state that each PRONOM identifier
is a subClass of the file format. In the case where a direct
mapping could be found, i.e. for software URIs, then the
sameAs predicate can be utilised from the Web Ontology
Language (OWL) ontology.

Figure 1: Associating PRONOM data with DBPedia
data
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The benefit of this simple link is easy to see when asking
questions about the software tools available to read and
write PDF files. With only the PRONOM data being used,
the number of available tools was found to be 19. With the
alignment to DBpedia (as shown in Figure 1), this number
jumps to 70. Thus one connection (from PDF 1.4 to DBPe-
dia) results in a near 4 fold increase in available data.

Since the P2-Registry work, the PRONOM data has been
made available by The National Archives (UK) as 4-star
linked data [9], with the 5th star (linking to other content)
something of great interest. This work was enabled through
the push in the UK for releasing of government data as 4
and 5-star linked data, something for which there is traction
and now a substantial number of datasets available. Inter-
national efforts have also been pushing to make raw data
available in similar ways [8].

The publishing of linked data is just a single step towards
fulfilling the promise of the semantic web. The problem
is that the current methods for publishing and managing
linked data fall short when looking at the full intention of the
semantic web. Current publishing methods don’t guarantee
understanding, trust is not easy to establish and provenance
information is also hard to find. Problems with establishing
trust can be explained by analysing current publication and
dissemination methods to discover that linked data is often
only made available in a way disconnected from its source.
When the source of the data is located, a process not made
easy by current systems, it is still not clear how current and
valid this data is, and what previous state the information
held.

In the years following the initial effort on the P2 system,
many efforts have been made in the community to tackle
the problems with understanding, trust and provenance of
linked data. This has the resulted in the production of many
best practise guidelines that are discussed in this section.

2.1 Publishing Linked Data
Publishing of linked data starts with knowledge modelling,
the process of taking existing data and deciding how to se-
rialise this into a linked data format, typically RDF. Take
the following axiom of information:

<David_Tarrant> worksFor <University_of_Southampton>

While this is a valid triple, on its own no clue is given about
the validity of this information, something normally estab-
lished by looking at the information source (e.g. this pub-
lication). Once discovered, questions like “how old is this
information?” and “who published this information”, can
be answered easily. However in linked data (using RDF or
SPARQL), it is not clear how to find the source of such in-
formation.

This was realised as problem by early linked data systems,
examples of which include triple-stores. Such systems would
store a fourth piece of information detailing the location
from which the information originated so it could be easily
updated. While systems designed to index and store linked
data realised this need, it is still not fully realised by systems
that expose this data, as was the case in the P2-Registry.

Many active linked-data systems utilise storage and index-
ing systems as their only dissemination mechanism, often
with an accompanying SPARQL (RDF Query Language)
endpoint. While this allows the data to be re-sliced to an-
swer queries, this results is a disconnection between the ex-
posed data and the original sources. In the P2-Registry,
answers to queries consisted of data from two data sources
(PRONOM and DBpedia), resulting in this same disconnec-
tion problem.

Moving from a triple based RDF model to that of a quad,
means that named graphs (term for the quad), can be used
to provide source information. Named Graphs can be used
in two ways, either to express publication information or
for representation information [17]. Using named graphs to
express publication information allows the connection back
to the original source (here termed as publication). Repre-
sentation information relates more directly to the result of
combining data, e.g. the source of a query and data about
the query endpoint. There is value in both uses, especially
as it may be required to keep a record of where the data was
discovered (or queried from) as well as the locations for the
original sources of that data.

Figure 2: Encoding a triple with a named graph (a
quad)

Figure 2 shows and example of the previous triple now rep-
resented with a quad. In the case of this representation it
has been chosen to represent the named graph as a docu-
ment that represents the source of the triple. Equally this
document might convey information relating to many sub-
jects (in this case people) and their related information.

Taking this forward, Figure 2 also indicates that the <Named_Graph>
can also be the subject of information, thus allowing triples
to be included in this named graph that describe itself. It is
this data that can including facts like the author, publisher
and publication time.

Exposing the named graph in queries immediately allows
separation of data sources, allowing data from PRONOM to
be differentiated from that produced via wikipedia. Know-
ing the exact source of the data allows any user to retrieve
the original data from it’s source (rather than the query end-
point) in order to verify the information and establish some
level of trust. Additionally, techniques such as Public Key
Identifiers (PKI) can also be used at this point to further
verify that the data received is authentic [14].

Using named graphs for publication data clearly has its ben-
efits, but requires that a user be able to retrieve the original
data for inspection, not via an index of the data. While
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sources for information, e.g. RDF, can be easily hosted on
web servers directly, this process relies on the user to keep
these documents up to date and properly annotating them
with information relating to the time and place of publica-
tion. As well as combining indexing and query services, the
main role of LDS3 (as a Simple Storage Service) is to pro-
vide hosting services for the source of data. LDS3 enforces
the use of named graphs to represent publication data and
will automatically annotate data that it is hosting with the
publisher and publication time data, meaning that the au-
thor does not have to worry about these aspects. Providing
both storage and indexing services means that LDS3 is able
to easily keep the two services in synchronisation while al-
lowing users easy access to the source documents that were
used to build the index.

2.2 Versioning Linked Data
The publication of linked data is typically a two-stage pro-
cess involving the initial creation and subsequent importing
of data into a linked data endpoint. It is this endpoint that
provides fast access to the latest version of information using
direct export or query functionality [17]. Further, such end-
points all include functionality for managing data indexes
and ability to apply simplistic semantic reasoning. These
systems were the early adopters of named graphs, using this
information to allow data to be updated and overwritten,
allowing the index to only return the most up to date (and
thus valid) results. This is perfectly acceptable as the ma-
jority of queries are asking for current data. With many
systems regarding the data endpoint as the only way to ac-
cess data, finding previous information can be a significant
challenge.

The problem with versioning resources is not necessarily ap-
plicable to all resources, for example statistical data intrin-
sically relies on temporal and contextual data to justify its
own results. On the semantic web, such data would be re-
ferred to as an information resource. On the other hand
data about a University, or Person, is an example of a non-
information resource, where the main requirement is to dis-
cover current information. [17] (also discussed on Jeni Ten-
nison’s blog1) examines the problem with versioning infor-
mation and non-information resources. One of the main con-
clusions is that it should be possible (not necessarily easy)
to discover the previous state of non-information resources.

One technique for versioning linked data relating to non-
information resources is to use publication named graphs
these. Tennison recommends combining named graphs with
cool URIs [16], making it very easy to see that versioning
is being used. Further these URIs can be used to relate
versions together, as it demonstrated in the example below:

<http://data.ac.uk/doc/{resource}/{version-2}>
dct:replaces <http://data.ac.uk/doc/{resource}/{version-1}>
dct:published ‘‘2012-05-09 14:00:00+01:00’’
dct:author <http://id.ecs.soton.ac.uk/person/9455>

<http://id.southampton.ac.uk>
foaf:Name ‘‘University of Southampton’’

Here the resource name and versioning scheme can be be
freely defined by the publisher, such that schemes such as

1Versioning (UK Government) Linked Data -
http://www.jenitennison.com/blog/node/141

simple version numbers can be used, or perhaps the date of
publication is embedded in the named graph URI. Impor-
tantly, by using already available technologies, it is possible
to navigate easily between versions of a named graph that
(potentially) contain information relating to an Information
Resource published by the same author, akin to editions of
a book.

By separating storage from indexing, LDS3 automatically
creates and manages versions of named graphs submitted by
authors. This way all previous versions of a named graph,
containing all original data are available from storage, with
the latest version available directly from the index. LDS3

adopts a combination of Globally Unique Identifiers (GUID)
and date stamps to generate the named graph URIs and ver-
sions of this URIs respectively. This also allows a user to
ask for a GUID (without a date) and be re-directed auto-
matically to the latest version.

In the field of digital preservation, people have for many
years been talking about registries as the source for infor-
mation. However these registries contain the same flaws due
to the lack of temporal and provenance information. Histor-
ically (before digital), a register is a book in which records
are kept, thus the authoritative source of information may
well be a page in this book and cited in the same way as
traditional journals. Each register would have its own ver-
sion information and publication date. As registers have
become digital, it has become very easy to duplicate and
move data around and simply overwrite old data, loosing
the versioning and authoritative information related to the
original publisher. In part this is due to the lack of clarity
on what is the source of data, and what is simply a repre-
sentation built from some index (or registry). Using named
graphs effectively re-introduces versioned registries, where a
much greater level of granularity is possible.

3. THE LDS3 SPECIFICATION
The Linked Data Simple Storage Specification2 outlines a
mechanism for assisted publication of linked data. By tak-
ing influences from many existing systems, LDS3 and accom-
panying reference implementation enables the management
and exposure of large scale datasets. The LDS3 specifica-
tion utilises the named graph as a publication reference and
requires any compliant server to automatically augment in-
coming data with further information relating to both the
time and author responsible for the publication. All re-
quests to publish data must be authenticated in a secure
manner before data is augmented and URIs returned to the
requestor.

The LDS3 specification takes many influences from existing
specifications, most notably the AtomPub[11] and SWORD2
3 specifications. These existing specifications focus on the
publishing of web and scholarly resources respectively. LDS3

compliments these specifications while focussing on data pub-
lication and providing services to help with the curation and
automated tracking of versions.

2LDS3 Specification - http://www.lds3.org/Specification
3SWORD2 (Simple Web-service Offering Repository De-
posit) Specification - http://swordapp.org/sword-v2/sword-
v2-specifications/
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The most important influence from both the AtomPub and
SWORD2 specifications is the reference to CRUD (Create,
Retrieve, Update and Delete) for managing resources. Each
create request will also be processed to generate specific ob-
jects (and related URIs) within the LDS3 system.

The process of creating a resource is shown by Figure 3
where data is HTTP POST’ed to the servers Data Sub-
mission endpoint. The server handles the request in the
standard HTTP based based way and simply returned the
location of the created resource. Further to this location, the
server also returns the edit-iri that can be used to update
and delete the document.

Figure 3: Submitting a new named graph to LDS3

For authentication, LDS3 requires that all requests be signed
using the same technique as employed by Amazon’s Simple
Storage Service (S3)4. This key based authentication mech-
anism works by users signing parts of the HTTP request
with their private key. With only the request part of the
transaction being signed, the process of authentication does
not require bi-directional communication, meaning no loss
in performance.

3.1 Managing resources with LDS3

An implementation of LDS3 is intended to be deployed di-
rectly on the web server hosting the data URIs (e.g. starting
id.data.ac.uk). This way the LDS3 implementation can
directly serve requests for information and non-information
resources as well as the named graphs. Information relating
to resources is likely to be sourced from many documents,
thus requests for a resource will be handled via the index
of the latest data. Named graphs, both current and previ-
ous versions can be provided directly from disk, avoiding the
need for a data index.

While specifications for handling data indexes are well de-
fined, LDS3 compliments existing systems by also handling
the publication of the named graphs, annotating these and
storing them for indexing and provisioning to other systems
and users. The LDS3 specification dictates that resources
(e.g. People, Universities or File Formats) cannot be di-
rectly created, updated or deleted. Each resource has to
be described in a published document (named graph). This
paradigm is similar to that of traditional publishing, where
the trust of information is to some degree established by
looking at the Book, Journal or Proceedings in which the

4Signing and Authenticating REST Requests -
http://docs.amazonwebservices.com/AmazonS3/latest/dev
/RESTAuthentication.html

data was published. By limiting users to only being able to
publish and update documents, the LDS3 enforces a model
of versioning and provenance on resources. These graphs are
thus being used as the publication mechanism rather than
as presenting representational information.

Figure 2 shows how one document can be used to describe
a resource. Here the LDS3 endpoint is hosting data at
http://data.opf.org/, with non-information resources hav-
ing a prefix of http://data.opf.org/id/. Note that in Fig-
ure 2 the named graph URI is an example URI. When an
LDS3 server receives a correctly formatted an authenticated
request, a unique URI must be created for the document.
This URI should consist of two parts, one to identify the
document series (the aforementioned edit-iri), the other for
the version of the document. It is recommended to use a
GUID for the edit-iri and append a version or date to this
URI as the location of this particular version of the docu-
ment.

Taking Figure 2 from before, the server then fills in (or
changes) the document URI to the new URI and annotates it
with data pertaining to who published the document, when
and which (if any) documents it replaces. This results in
a new document being generated similar to that shown by
Figure 4.

Figure 4: Document including LDS3 annotation

Figure 4 shows that the named graphs are stored under
their own document prefix http://data.opf.org/doc/ with
GUID and Data used as the suffix’s (not shown here in order
to save space). As well as the submitted data from Figure
2, the LDS3 system has annotated the graph to make it self
describing, adding the date when the graph was submitted.
It is this exact same mechanism that is used to add further
annotations and links to previous versions of the document.

Once the data has been annotated and stored, the edit-iri
(or GUID only URI) is returned to the user along with a final
representation of the annotated document. The final repre-
sentation of the document is accompanied with the HTTP
Content-Location header which defines the exact location
on the server of the document, in this case the full docu-
ment URI including GUID and Data suffixes. The edit-iri
is communicated to the user using an HTTP Link header
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(as shown in Figure 3), it is this URI that can be used to
submit new versions of the document as well as retrieve the
latest version.

Using named graphs in this way allows many users to submit
data relating to the same URI whilst retaining the separa-
tion of who submitted what information. Correspondingly,
as users can only manipulate documents, they are only able
to delete the data that they added, and not directly manip-
ulate the resource URI. It is a combination of these factors
that mean LDS3 is able to provide enough information to en-
able the establishment of trust in the data. Allowing users
to annotate their own named graphs and by enforcing ver-
sioning, allows the easy discovery of provenance information.

4. REFERENCE IMPLEMENTATION
In order to aid the deployment of LDS3, a reference imple-
mentation has been developed. Rather than start from fresh
the reference implementation ties together many existing li-
braries. The only new piece of development involved the
creating of a shim to handle authentication, requested oper-
ations and document annotation.

The authentication module requires that users register in
order to obtain a key-pair. It is expected that this key-pair
be used by the users client in order to upload a series of
documents, much like handling of objects in Amazon S3.
Each key-pair remains linked to a single user account, but
each user can have several key-pairs. To avoid building a
user management system, the LDS3 reference implementa-
tion contains an OAuth2 [15] module, allowing any OAuth2
compatible authentication service to be used.

Once a user has a key-pair, documents can be submitted to
the Data Submission IRI (DS-IRI). Each received request is
verified before a new GUID is generated and added to the
document. Annotation is performed using this Graphite li-
brary5 before storing the resultant document on disk and
calling the index process to update the query endpoint. To
index and allow querying of the data, the reference imple-
mentation recommends use of a quad store (such as 4store).
Currently the LDS3 reference implementation only indexes
the latest data, handling old versions of is discussed in sec-
tion 6.

With the index in place and data injested, the major require-
ment is to expose the datasets and make available a version
of the Linked Data API6 to make the data usable. In order
to achieve this, the Puelia-PHP library has been chosen and
themed with the data.gov.uk style. data.gov.uk utilises the
exact same set of libraries as LDS3, thus streamlining the
functionality and mechanisms for publishing datasets, some-
thing also handled using Puelia-PHP.

Puelia-PHP is an application that handles incoming requests
by reading a dataset configuration file to discover how to
serve the request. Each dataset configuration outlines the
URI pattern to match and how to query for the data from
a SPARQL endpoint. The advantage with this type of de-

5Graphite - http://graphite.ecs.soton.ac.uk/
6The Linked Data API -http://code.google.com/p/linked-
data-api/

ployment is that Puelia-PHP can gather different datasets
from many SPARQL endpoints, spreading the hardware and
processing requirements for hosting billions of items of data.
Further the data is then cached to enable fast delivery for
future requests. Finally, Puelia-PHP provides multiple seri-
alisations of the data including JSON, XML, CSV alongside
HTML and RDF.

As Puelia-PHP is designed to query data from a SPARQL
endpoint and then serialise this into a new representation,
the ability to retrieve the original named graph is not avail-
able. To counteract this, the LDS3 reference implementa-
tion recommends that Puelia-PHP be patched to enable re-
trieval of named graphs from either the precise document
URL (.rdf), dated URI or related edit-IRI (both content ne-
gotiated). Since resource URIs cannot be directly edited,
the use of a representational named graph here is ideal.

Although Puelia-PHP does provide an excellent and well
supported implementation of the linked-data API, it cur-
rently lacks the ability to expose named graph informa-
tion. This is due to the challenges in exposing non-native
named graphs that are linked to non-information resources.
The linked data API specifies that systems should be able
to query many indexes to location information from many
sources and aggregate this into a new named graph (a rep-
resentation named graph). Options exist to simply use this
new named graph to point to all the existing named graphs,
resulting in a meta-aggregation that doesn’t directly de-
scribe the object the user asked about. Further you can
envisage infinite meta-aggregations, making the process of
retrieving any piece of information a painful one.

SELECT * WHERE {
Graph ?graph { ?subject ?predicate ?object }
}

While SPARQL supports the direct retrieval of named graph
information (as showsn by the query above) it is the se-
rialising of this information, into formats including RDF,
that is the challenge. Not being able to serialise the data
back to RDF doesn’t mean that it cannot be used however
and many other visualisation tools, including DISCO7 and
MARBLES8 enable the browsing of quad based information.
It is hoped that in the near future that this level of browsing
capability can be bought to Puelia-PHP.

5. LEARNING FROM THE PAST
Historical records consist of two important pieces of informa-
tion: facts about the environment at the time and decision
data about choices made based upon interpretation of these
facts. Example facts might include file format identification
information (at the time), while process information out-
lines the actions, or provenance data, related to how these
facts was used. It is the facts that inform the process, nei-
ther piece of data is useful without the other. Another way
to look at facts, is to refer to them as non-information re-
sources, while your processes are examples of information re-
sources. Non-information resources (facts) can change over
time, so only keeping the latest information means that the

7Disco Hyperdata Browser - http://www4.wiwiss.fu-
berlin.de/bizer/ng4j/disco/
8Marbles - http://marbles.sourceforge.net
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information resources (processes) become a lot less useful.

A good example of non-information resources in the field
of digital preservation is identification data. Many file for-
mat identification tools exist, each under continuous devel-
opment as new formats and format types become available.
Due to the dynamic nature of file formats, there is a high
risk of miss-identification. This is particularly true with for-
mats which re-use the zip and xml standards for packaging.
Additionally there is a chance that older formats may get
re-classified if a newer format is very similar. These are all
high preservation risks, and ones that require services to in-
form people of change.

As part of the European project looking at Scalable Preser-
vation Environments (SCAPE), an LDS3 implementation is
being set up to store results of running a number of identi-
fication tools over a wide ranging corpora of exemplar data.
By collecting this data over time, it will be possible to ob-
serve the changing behaviour of the tools and any potential
risks to the identification process each version of a tool might
introduce. For example, a number of the DROID signature
files wrongly identify the Microsoft Word docx format, while
other miss-identify PDF. Such information is currently only
available to those running their own experiments, or via a
few forums and mailing lists. There is currently no method
for auto discovery of this information. By using LDS3 to
store data relating to these experiments, it is possible to
discover these risks and report on them automatically using
Preservation Watch services (also being developed within
the SCAPE project).

By gathering results from experiments, data from many
sources, and combining this with temporal data. LDS3 has
the capability to enhance the previous risk analysis work by
being able to present evidence relating to how results have
changed over time. Figure 5 shows the components of the
preservation watch service for characterisation change, with
an LDS3 system collecting the results ready for analysis and
publication.

Figure 5: LDS3 and preservation watch services

This system involves many of the components being devel-
oped as part of the SCAPE project being developed by many
different parties. LDS3 plays an important role in being a
persistent store for published and usable datasets. By us-
ing widely available standards and technologies means that
the many different parts of the system can be worked on
independently to produce a usable solution for preservation
practitioners.

When complete it is envisaged that the preservation watch
services will produce a series of customisable alerts tailored
for each individual user. If the users interest is in preserving
multimedia content, then received alerts can be customised
to only be relevant to this type of material. Most impor-
tantly though, each user will have the ability to trace the
complete provenance of each alert, including the decision
process and the facts that informed this alert. Further this
can be done at any point in time, thus decisions made today,
can be analysed again in the future without loss of informa-
tion.

6. THE DATA TIME-MACHINE
The real appeal from this provenance information comes
from what can be done with it, firstly and most obviously
the clock can easily be turned back to discover the previous
state of any named graph. As demonstrated by Figure 6,
this can then be combined with the user interface to create
a clear view of the data against time.

Figure 6: “Time-Machine” interface for LDS3

This “Time Machine” style interface for linked data, shown
by figure 6 working with LDS3, allows the retrieval of any
named graph from any point in time. This can also be
achieved by using the Memento API [20] directly on the
LDS3 server. The request below shows an example request
for a document (e.g. that from Figure 4) at a specific point
in time. Note that the only extension to the normal HTTP
request is the addition of the “Accept-Datetime” header as
defined by the Memento specification [21].

GET /doc/GUID1 HTTP/1.1
Date: Mon, 14 May 2012 15:55:15 GMT
Accept: application/rdf
\textbf{Accept-Datetime: Thu, 21 Jan 2012 04:00:00 GMT}
Host: data.example.org

In addition to providing access to static documents from
the past, by maintaining a few indexes of named graphs and
their relation to resources it is possible to rebuild an index
as it looked at any point in time. This allows full SPARQL
queries to be executed on the data as it existed at this point.
This capability represents a breakthrough for retrieving the
previous state of a resource. All current web archives are
very static in nature, showing content conforming to how
the harvesting service retrieved it. Being able to completely
re-query the index as it looked at a specific time is a major
improvement on this technology.
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7. CONCLUSION AND FUTURE WORK
Exposing linked data specifically about digital preservation
has already been shown to have large benefits for the com-
munity. The P2-Registry work demonstrated how a simple
relation between two existing datasets results in a four fold
increase in results for a query. However these results are al-
ways considered current and come without any provenance
information relating to the origin of each individual result.
A four fold increase in data is only possible if many people
can describe the same (or similar) objects on the web and
without provenance information it is impossible to estab-
lish trust in such distributed data. Additionally, if decision
processes are made based upon this data, without access to
historical information, it is challenging to review such deci-
sions again in the future.

By focussing on identification information, this publication
presented a scenario in which the historical nature of iden-
tification information is not known. A major problem if a
file format is wrongly identified. Such a change could cause
serious consequences if process information is affected and
called into question.

In order to address the challenges of provenance, version-
ing and trust, this publication introduced the Linked Data
Simple Storage Specification (LDS3) and related reference
implementation. LDS3 enforces the use of named graphs for
publication of data related resources on the web, e.g. file
format data. It is these named graphs that can be directly
annotated with additional data including author, publisher
and date of publication. Further, by using a combination of
Globally Unique Identifiers (GUIDs) and time stamps in the
URI scheme, LDS3 provides automatic versioning of data.

LDS3 provides an HTTP CRUD based interface enabling
the secure management of fully annotated and versioned
linked data. The LDS3 reference implementation, written
as a shim, uses many existing and well supported libraries
to perform data management, annotation and indexing. One
such library, Puelia-PHP (used by the UK Government open
data project), is used as the primary user interface with a
quad-store backing the SPARQL endpoint.

As well as an LDS3 endpoint being created to store results
of identification experiments, enabling the provisioning of
preservation watch services, the existing P2-Registry sys-
tem will be upgraded. This will enable sources of data to be
discovered, allowing users to separate wikipedia data from
that delivered by PRONOM. As the P2-Registry system was
also based on the linked data principals, the user facing func-
tionality and API does not change, it simply gets upgraded
with new functionality designed to enable the establishing
of trust and validity of data.

Having ingested fully annotated and versioned data. The
LDS3 reference implementation applies parts of the Me-
mento protocol to enable resources to be retrieved as they
existed at specific points in time. Additionally it was demon-
strated how these can be displayed in a “Time Machine” like
user interface. Future work will investigate the possibility
of allowing SPARQL queries to be performed over whole
datasets, enabling fully dynamic query of semantically an-
notated datasets at any point in their history.
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