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ABSTRACT
Previous studies have shown the feasibility of migration ser-
vices when using emulation technology. To make rather
complex setups of original digital ecosystems usable in stan-
dard mass migration workflows, a separation of the systems
running and their interfaces is required. Here remote emula-
tion can become a crucial building block of future distributed
preservation workflows and access systems.
In this paper we develop the requirements and a component
model for migration-by-emulation services in a distributed
environment based on division of labour. We suggest a mod-
ular system which offers interfaces to be accessed by stan-
dard preservation frameworks. It provides Web services al-
low access to original system environments via emulation
engines with additional methods for automated interaction.
The proposed migration units support versatile migration
services and offer a wide range of file conversions based on
a digital artifacts’ original applications. The component-
based architecture allows the distribution of system compo-
nents among specialized memory institutions.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: Digital Li-
braries

Keywords
Digital Preservation, Emulation, Migration, Workflow, Au-
tomation, Original Environments, System Design

1. INTRODUCTION
Access to digital objects (DO) is at risk if their format is
no longer supported by actual digital environments. Pre-
serving digital artifacts for future access requires long-term
support for applications and/or operating systems capable
of accessing or running them. The emulation of original

hardware/software environments provides the opportunity
of using objects in their creation environment.

In most cases the applications or operating systems devel-
oped by the format vendors or software producers are the
best candidates for handling a specific object of a certain
type. The vendors are expected to have the most complete
knowledge about their own data formats and the information
available publicly is often incomplete or non-existent, espe-
cially regarding proprietary formats. Thus, in many cases
there are no alternatives to access those objects within their
original environments.

However, the ability to access obsolete DOs only by their
corresponding original applications limits future access, es-
pecially if a certain environment is not available any more.
This hindrance to future usage could be overcome by either
migrating the object into an actual format accessible with
todays tools or using its original environment. Emulation
is the best way to reproduce original environments, which
themselves provide the base layer for very flexible multi-
ple migration input-to-output format scenarios. Further-
more, such emulation-based migration paths can be verified
and evaluated in terms of quality and costs like traditional
command-line conversion tools.

Performing migrations manually for every digital object is
not a feasible strategy in many cases. Due to the large quan-
tity of DOs held by many institutions, it would become a
time-consuming and costly task. Additionally, depending on
the original environments, many archivists or private users
aren not knowledgeable about how to install a certain ap-
plication or operating system or how to handle a certain
emulator. Thus, a major prerequisite for making use of the
emulation of original digital ecosystems in digital preserva-
tion (DP) workflows is the separation of the system running
from the user in- and output. This allows the offering of
emulation services over the network and the automation of
user interaction. Based on previous studies, a system frame-
work is required, such that complex migration tasks can be
carried out in a scalable and controllable way. It should
be possible to plug these services into existing preservation
frameworks such as provided by PLANETS [8] or Rosetta.1

1A preservation framework developed and marketed by ex
Libris.
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Following the aforementioned discussion, the suggested com-
ponent system should meet a number of requirements:

• Large Scale and Large Quantities
In order to provide large-scale migration facilities based
on emulation, atomic migration components are re-
quired. Each atomic migration unit could be be run
in parallel, and therefore being applicable for Cloud
scenarios or the like.

• Large Variety of Migration Paths
By utilizing a distributed framework, more complex
migration paths become possible. Institutions can spe-
cialize in special subsets of digital objects or system en-
vironments. These can be made accessible as atomic
migration units, which then can be connected to com-
plex migration paths and DP workflows in general.

• Accessibility for a Wide Range of User Groups
Through decentralized and specialized competence cen-
ters in emulation, practical knowledge is made avail-
able on the ancient system environment preparation,
running, and maintenance, and applications can be
shared within the DP community. Migration and veri-
fication workflows based on emulation thereby become
more (cost-)efficient, especially for small tasks.

2. RELATED WORK
Remote emulation has been a topic in digital preservation
for a while. Several approaches have been explored and
some stable prototypes have been shown to be quite feasible.
There are several ways to achieve the separation between a
server able to run the complex tasks and a rather simple
client mainly limited to user in- and output. This concept
of separation is used more and more often to run complex
computer games over the network without requiring the in-
stallation and permanent updating of client software on the
user’s side. Several ways of implementing a remote emula-
tion service have been researched in the last couple of years.
At first this research focused on direct user interaction with
the original environments [18, 9, 7]. More recently, other
uses like automation of workflows have become relevant [23].

The variants of a remote emulation service or emulation
streaming service can be distinguished in several ways. There
are various approaches to the transport protocol used to
send the screen output to the user’s device and receive the
user’s input. Some of the protocols are public and many
open source implementations exist [24]. Others may have
the added functionalities of audio stream transportation, re-
movable block device data, or implement remote USB.

At Victoria University in Wellington, New Zealand, a proto-
type was implemented to demonstrate the feasibility of run-
ning a game on the visitor’s smartphone without the need
to install any software besides a simple streaming client [4].
A very popular method for remote access is the VNC pro-
tocol [13] implemented in a wide range of operating systems
and appliances. Some emulators like QEMU or virtual ma-
chines like Virtual Box and VMware implement direct ac-
cess to the virtual screen and input devices. Additionally,
VNC was added to Dioscuri [6] as an outcome of a student’s
thesis. Since VNC implements mostly screen rendering plus

mouse and keyboard input, other remote protocols like RDP
or Citrix2 seem to be more attractive as they are capable of
transporting audio streams or even block devices over the
net. But they are proprietary and the number of server and
client implementations is comparatively limited. Since they
are dependent on the direct implementation of remote access
in the emulator, a large number of them can not be used.
Following the research into GRATE [24] during PLANETS
[5] a VNC enabled prototype of a remote emulation was
developed for the OPF3: It realizes two types of services –
a migration-by-emulation service and a create-view service
(e.g. [11]).

3. DISTRIBUTED MIGRATION BY EMU-
LATION

Migration-by-emulation describes the concept of using the
original or a compatible environment of a designated dig-
ital object running in a virtual machine and thus replac-
ing the original hardware and/or software stack. This ap-
proach avoids the often impossible alteration and adaptation
of outdated software to present-day environments. An ab-
stract and generalized migration-by-emulation workflow is
depicted in Figure 1. A virtual machine runs within the
host environment, which contains the selected original sys-
tem environment suitable for handling a certain type of digi-
tal objects. The original system environment is either repro-
duced from original software stored in the software archive
or cloned from a prototypical original system (cf. [19, p.
165]). The selection of an appropriate system environment
for each object type can be described as a so-called view
path, a pathway pointing from the digital artifact into its
original rendering or execution environment [17].

To make migration-by-emulation deployable in large-scale
preservation scenarios without relying on user interaction,
the user’s function is replaced by a workflow execution en-
gine [12]. This requires appropriate interfaces in order to
use emulators [20]. In contrast to simple command-line
input-output migration tools, a migration-by-emulation ser-
vice needs a more complex initial setup:

• System Emulation
Hardware emulation including a full reconstruction of
outdated components. For instance, a i386 CPU, ISA
Systembus, PS/2 mouse and AT keyboard and VESA
compatible graphics are minimal requirements, e.g. for
Windows 3.11.

• System Environment
An appropriate runtime environment (e.g. a disk im-
age file) preconfigured with operating system, neces-
sary drivers and tools, and the required target applica-
tion. Furthermore, each environment specifies at least
one transportation option, defining how digital objects
can be injected into and extracted from the virtual
environment. Examples range from different kinds of
floppy-disk images to hard disk container formats and
advanced networking options.

2cf. [24] for an overview and evaluation of the various pro-
tocols and their usability in remote emulation.
3Open Planets Foundation, non-for profit PLANETS follow-
up, http://www.openplanetsfoundation.org
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Figure 1: Migration-by-emulation workflow and in-
volved system components.

• Interactive Workflow Description
An abstract description of all interactive commands to
be carried out in order to perform a certain migration.
Such a description consists of an ordered list of interac-
tive input actions (e.g. key strokes, mouse movements)
and expected observable output from the environment
(e.g. screen- or system-state) for synchronization pur-
poses.

3.1 Base Layer – System Environments
A core requirement for the described workflows is the avail-
ability of the original system environment. This is the con-
text in which the digital objects are rendered or run. It has
to combine suitable hardware and software components so
that the object’s creation environment or a suitable equiv-
alent can be reproduced. As many original system environ-
ments cannot be run on today’s computer hardware, emu-
lated hardware is used. Besides supporting the requirements
of the original environment, the emulator has to be equipped
with appropriate interfaces for automation and framework
integration [20].

No matter which emulator is chosen, contextual information
about the original environment in which the digital artifact
was created is also required. For example, the answers to
questions such as ”Which operating systems is WordStar
7.0 compatible with?” are less obvious today than twenty
years ago. To overcome this knowledge gap, the process
of computing the actual needs for an authentic rendering

environment is formalized by the concept of view path [19,
17].

3.1.1 Container Preparation
In order to perform the migration using the original tools in
their original environments, it is necessary to provide these
tools in order to operate on the digital objects of interest.
The objects must be injected into the emulated environ-
ment from the actual one, migrated and, finally, derived
objects produced by those applications must be extracted.
Injection/extraction of data into/from the emulated envi-
ronments is possible via emulated data storage devices, e.g.
via floppy, hard disk, and CD-ROM drives or via virtual
network connection if supported by the emulator and the
operating system. These can be seen as gateways for binary
data exchange between the real and emulated environments.
Usually emulators support the emulation of at least one stor-
age device.

For example, with QEMU it is possible to activate the em-
ulation of a floppy drive with a virtual floppy disk using
the following argument pair: qemu -fda floppy.img. Here
the file floppy.img refers to a virtual floppy disk prepared in
the actual working environment of the user. The file con-
tains data in the form of files subject to injection into the
emulated one. Any modifications performed on the virtual
floppy disk inside the emulated environment will be reflected
in the corresponding image file. It can afterward be mounted
onto the filesystem of the actual system in order to acquire
the modified data.

Floppy disks are standardized for a wide range of different
computer platforms and are a comparatively simple solution,
but they are limited in size. An alternative method of data
injection/extraction is the use of hard disk drives. They are
modifiable and their size can be adjusted as desired. This
allows for the injection of large quantities of DOs into the
emulated environment. The production of empty hard disks
can be automated, similar to the process of creating floppy
images. First, the desired amount of storage space for the
disk image is allocated. In a second step, a disk partition
with a suitable file system has to be created. The first par-
tition in the hard disk starts at 32256 byte offset. Finally,
starting from the aforementioned offset, the allocated stor-
age is formatted with the required file system.

3.2 Migration Component
The migration component (MC) is the main module visible
to the end user, by exposing a simple migrate interface for
(possibly) complex DO migration from format fmtA to for-
mat fmtB . The user requests a migration by providing a
(set of) digital object(s) to be migrated, the requested final
format, and a set of parameters. These parameters may re-
strict the migration path length set quality or cost criteria
for the migration process. Based on these criteria individ-
ual migration steps are identified. Figure 2 illustrates the
general mode of operation of a MC.

In order to ensure the remote-accessibility requirement, this
component is to be implemented in the form of a Web ser-
vice. Its integration into existing DP frameworks would al-
low its usage both as a stand-alone tool and as a part of more
sophisticated preservation workflows. The PLANETS Inter-
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operability Framework (IF) [8] is a suitable candidate for the
integration requirement. In this framework each preserva-
tion tool can be invoked according to one of the predefined
code interfaces. The chosen interface depends on the tool’s
role in the scope of the DP (e.g. object migration, charac-
terization, viewing, comparison).

On a low level, the migration component would then rep-
resent the implementation of the PLANETS IF migrate in-
terface. The migration-by-emulation Web service could be
invoked by using it’s WSDL description file.

Migration Component

Unattended Migration 
Process

Public API

User

JP2 to JPG SAM to RTF 

DOC to TXT WPD to SAM 

Scenario Database

Migration Path Unit

Meta-Info 
Endpoint
Parameters

Meta-Info 
Endpoint
Parameters

Meta-Info 
Endpoint
Parameters

Meta-Info 
Endpoint
Parameters

Common API

Migration Unit

SAM to RTF
migration

Common API

Migration Unit

WPD to SAM
migration

Figure 2: Migration component overview.

Based on the resulting identified migration path, the MC in-
stantiates each node as a single migration unit. Beside this,
the MC takes care of intermediate results and, if necessary,
error reporting and recovery.

3.3 Migration Scenario
A migration scenario database describes atomic units for mi-
gration from format ftmA to fmtB and maintains available
information about all atomic migration scenarios. ”Atomic
scenario” refers to a scenario not involving intermediate mi-
grations. Such a scenario consists of a Web service end-
point and necessary meta-information (e.g. input/output
formats, efficiency level, single/multiple DO support, au-
thor, timestamp). The input/output format identifiers need
to be defined according to a conventional format registry sys-
tem (e.g. Pronom4). Optional parameters may be required
at instantiation time.

More complex format migrations cannot be carried out in a
single step. Usually, several intermediate steps are required,

4The technical registry PRONOM,
http://www.nationalarchives.gov.uk/pronom
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Figure 3: Migration graph. Nodes depict file for-
mats, edges depict cost or quality weights.

but also several distinct paths are available between fmtA
and fmtB . Hence, the scenario database can be represented
as a directed graph with nodes representing supported file
formats and edges describing weights, for instance based on
the resulting quality or cost of a specific format migration.
Figure 3 shows a possible migration graph between various
text document file formats.

Depending on the migration requested by the user, the com-
plete migration paths corresponding to it are to be calcu-
lated, being formed from the atomic ones. At this step the
path preferences specified by the user in the parameter list
can be taken into account. After the calculation, the compo-
nent receives the path in the form of ordered lists of atomic
scenario identifiers, which then will be instantiated and con-
trolled by the migration component. In a distributed sce-
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161



nario, different sites can register migration units in a cen-
tralized scenario database. Furthermore, based on recent
runtime results and/or user feedback, quality measures like
authenticity, reliability and runtime costs can be updated in
the database (illustrated in Fig. 4).

For instance, a WPD (Word Perfect 6.0) to RTF (Rich Text
Format) migration is requested. A user invokes the migra-
tion component by providing the required input files: an
archive of DOs, input format – WPD, output format – RTF,
and a parameter defining a maximum path length of two
atomic migration steps. The migration component queries
the scenario database through the migration path unit and
receives a set of different migration paths. Among them only
one path satisfies the maximum migration path length con-
dition: WPD to SAM and SAM to RTF. First, a WPD to
SAM migration is performed. The endpoint defined in the
corresponding bundle is used to invoke the responsible mi-
gration unit. The meta-information of the bundle contains
the field indicating that this service is able to perform the
migration of multiple DOs in one operation.

Additionally, migration scenarios which produce two differ-
ent output objects of different formats from one original ar-
tifact would be possible. Therefore, the DOs can be passed
in an archive container (e.g. ZIP). After a migration an
archive of migrated DOs is returned along with the success
status.

According to the meta-information describing the second mi-
gration unit (SAM-to-RTF), the service is unable to perform
the migration of multiple DOs in one turn. Therefore, the
archive of intermediate DOs is extracted by the migration
component to a local temporary storage. From there the
intermediate DOs are migrated one by one and the results
of the migration are retrieved. The resulting DOs in RTF
format are packed into an archive and returned to the user.

If a representative test set of input and output files are kept
for each migration scenario, software updates or other minor
changes on the emulated system environment can be tested
in an automated way for compatibility.

Such migration scenarios can then be registered with the
preservation framework as simple migration services.

3.4 Migration Units
The combination of emulator and original environment is it-
self not sufficient for automated migration workflows. It just
provides the base to view, modify or migrate a digital object
manually. Thus, a migration unit (MU) combines the sys-
tem environment with an interactive workflow description
(IWD). The IWD is an abstract description of a recording
of all user interactions of a specific task. Such interactions
of a human user with the computer UI of the original ap-
plications is represented by a series of input events, such as
mouse clicks/movements and key strokes. These events can
be simulated using remote desktop control systems like VNC
using an application like VNCplay [25], allowing them to be
performed in an unattended manner [10].

3.4.1 Workflow Recording

To create a specific MU the original system environment is
to be combined with an IWD describing the required user in-
teraction. This is realized by running actions corresponding
to manually prerecorded migrations, for instance a WPD-to-
RTF conversion using the original application WordPerfect
6.0 in Windows 3.11. The input events produce the following
actions in the emulated environment:

1. The WordPerfect 6.0 is executed via a mouse click on
its icon.

2. The ”Open” menu of Word Perfect 6.0 is chosen.

3. In the opened dialog box, the DO on the attached hard
disk drive is chosen and loaded.

4. The ”Save As” menu of Word Perfect 6.0 is chosen.

5. In the opened dialog box the new file name is chosen
according to the conventional naming scheme and the
DO is saved in RTF format on the same hard disk.
The migrated object is produced at this point.

Fig. 5 illustrates the workflow of a migration unit cre-
ation. These or similar workflows are recorded by the sce-

DO Container X

Emulator Application

DO Container Y

Emulated  Environment

Interactive Session 
RecorderTracefile

States of  Environment

Human

State 1 State S

Input Event 1
Input Event 2
.
Input Event N 

Dummy Digital 
Object Format A

Input Event 1
Input Event 2
.
Input Event N 

Passing the input
events and saving 

them to a file

Dummy Digital 
Object Format B

Figure 5: Workflow of creating a complex migration
unit.

nario preparation component to generate abstract interac-
tive workflow description for specific user interaction. A
more complex example could be setup as follows: An origi-
nal environment contains an AMI Pro 3.1 installed on Win-
dows 95 with a virtual Postscript printer running in QEMU.
This allows the recording of several different scenarios:

• Lotus AMI Pro to TXT

• Lotus AMI Pro to RTF

• Lotus AMI Pro to Postscript (PS) using a virtual printer

• Combinations of the aforementioned atomic migration
steps, to produce two different objects from one input,
like TXT and PS
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• Non-native formats by different input filters available
from AMI Pro

The last one might help to deal with unavailable applications
for certain deprecated formats or could provide a base for
rendering comparisons of other tools. All the mentioned
options use exactly the same base environment.

The workflow recording is then kept as metadata for a cer-
tain stored system environment which is provided by some
backend store keeping the software archive [21, 16] of orig-
inal environments. There could be several recordings regis-
tered with one original environment. In theory – as this has
not been thoroughly tested yet – the emulator should be ex-
changeable with a computer architecture compatible type,
as the original system should perform roughly the same way
on the other emulator. This was tested for a chain of updates
over a number of different versions of QEMU [22].

3.4.2 Workflow Replication
The recorded set of actions is later executed by the MU for
each DO in an automated manner. After sending the last
input event and observing its expected outcome, the inter-
active workflow replication service finishes its work. The
workflow replication service sends a request for the termina-
tion of the emulated environment, using the current session
identifier. The emulation service frees all resources, detaches
the hard disk image with the newly migrated DOs and re-
turns it to the workflow replication service.

The operating system and the original tool are used: in this
case Windows 3.11 and WordPerfect 6.0 are installed. Ac-
cording to the workflow, the migration is invoked by provid-
ing it with the archived DOs and optional parameters. The
workflow replication service parses the optional parameter
list and acquires the references to the three necessary ob-
jects: a suitable system environment, the interaction work-
flow description and the target emulator. It then extracts
the received DOs from the archive to the local storage, while
calculating their total size. The DOs are renamed according
to the predefined naming scheme and the correspondence be-
tween the real and virtual names is stored separately. The
next step is the DO container creation and injection of data.

The DO container creation method is invoked and informa-
tion regarding the desired filesystem of the hard disk drive
and its size is provided. The size is set to a value large
enough to hold the DOs and the resulting output files, which
will be produced in the emulated environment. The DO con-
tainer creation subunit acquires the input data and produces
the hard disk image file. It then injects the DOs without
changing their filenames. After the operation is completed,
it returns the prepared container to the workflow replication
service.

When the DO container is prepared, the emulated system
environment can be started. The workflow replication ser-
vice invokes one of the emulation service endpoints stored
in the scenario database and one of the suitable emulator
associated with it. It then invokes the respective emulation
service by providing the following: the emulator ID, the op-
erating system image of the system environment object, any

secondary objects and/or directives necessary for the emu-
lation of this operating system, and the prepared container
with the DOs in it.

The system emulation service receives the input data and
starts the appropriate emulated system environment. It also
attaches the hard disk container with the DOs. The remote
desktop control is activated. The system emulation service
returns a success message with a port number for connection
as well as the session identifier. The workflow replication
service then initiates the replication of an interactive session.

4. DP-FRAMEWORK INTEGRATION
The Java-based migration-by-emulation service prototype
provides all main components. Those include basic migra-
tion units, migration component services as well as a simple
scenario database. A further challenge is the integration of
the developed components in standard DP-frameworks (e.g.
PLANETS) and their associated workflows. The specific
objectives to be pursued involve enabling interactive user
access to original system environments to create new envi-
ronments, create or modify existing ones but also to create
abstract interactive workflow descriptions. Having original
environments and IWD for certain file types, these migra-
tions have to be made available as simple steps of more com-
plex DP-workflows.

4.1 Preparation User Interface
The PLANETS view Web service interface is designed to
render an arbitrary digital object. The service takes a digital
object and returns an URI which points to the rendered
result. If the digital object requires a running rendering
engine, the service offers methods for querying the engine’s
state and allows sending commands to it. This interface
is suitable to integrate the user preparation and recording
workflows within the PLANETS framework.

Figure 6: Grate-R interface to the PLANETS ser-
vice for interactive workflow recording.

Preconfigured original environments are deployed and the
Grate-R (cf. Section 2) VNC record service is used to gener-
ate an abstract interactive workflow description. They were
then attached by hand to the appropriate original environ-
ment to form a proper migration unit.
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4.2 Testbed Migration Workflows
The user interface to existing migration-by-emulation work-
flows is realized via the standard PLANETS testbed GUI
[14, 1]. The services are called from within the testbed stan-
dard procedures. As migration-by-emulation services should
be accessible the same way as standard command line tools
they are registered and deployed using the same methods
within the testbed. Thus, the testbed user interacts with
the Web interface in the usual way.

Since there is no suitable PLANETS wide tool registry avail-
able supporting complex view path calculation, the migra-
tion path computation is not part of the framework yet. The
PLANETS testbed was originally designed to retrieve the
available (migration-)services from the PLANETS service
registry. Each deployed service registers itself and describes
its capabilities (here migration paths) using a describe()

method. However, migration-by-emulation services can be-
come more complex then input-output oriented migration
tools or methods (e.g. complex migration graph). The mi-
gration component was designed to hide some complexity
from the user e.g., automated complex path selection based
on cost parameters provided by the user.

Due to the construction of the PLANETS framework, ei-
ther single step migrations or preselected complex migration
paths can be exposed to the testbed users. More complex
migrations have to be constructed within the framework’s
capabilities. To provide all migration options to the PLAN-
ETS testbed user, a dynamic describe() method can be
used, retrieving all available endpoints from the scenario
database. The coupling of atomic migration units depends
on the user for now.

Figure 7: Selecting the Word Perfect to RTF migra-
tion in the Testbed.

4.3 Experiments and Results
Two different migration services were registered within the
testbed. One of them is a truly atomic migration accept-
ing WPD as input and producing RTF as output. Thus
the resulting file is directly delivered to the user after the
procedure succeeds (Fig. 7). The second service is more
complex as it takes an AMI Pro text document (SAM) as in-
put and produces two different outputs, a TXT and a PDF.
The TXT is the result of a classical ”save-as” migration.
The PDF is generated by sending the document to a virtual
printer generating PS as output. This file is then loaded to
the Ghostview application, which renders a pdf from it.

Additionally, a virtual disk handling service was programmed
to produce disk image containers for different emulators with
the option of specifying a range of supported filesystems un-
derstood by the original system environments. The creation
of a QEMU compatible container with a FAT filesystem is
comparably simple, other containers and filesystems are sup-
ported as well by using the ”qemu-img” container conversion
tool.

The WPD to RTF service deploys the original DOS Word
Perfect 6.0 application running in QEMU using a Windows
3.11 environment with mouse and keyboard interaction (Fig.
8). The procedure was tested with a small number of differ-
ent WPD files.

Figure 8: Running Word Perfect migration in
Testbed. QEMU screen output attached for mon-
itoring purposes.

The second migration unit was deliberately made to be more
complex. We wanted to demonstrate the feasibility of pro-
ducing more then one output file from a single input. This
helps to evaluate and compare different workflows regarding
runtime, reliability and complexity. The experiment was run
on a set of a couple AMI Pro files containing between three
and 15 pages. The average runtime took 2 minutes 33 seconds
to complete. Of course it would have been possible to exe-
cute the PS to PDF migration by a simple command line tool
in another atomic migration. But we wanted to stress the in-
teraction playback component on a longer running workflow
involving more than a single application. The procedure did
not fail in all experiments we ran on the testbed.

After invoking the migration service locally the same test
was repeated by calling the service over the Internet from
some geographically different PLANETS instance. It ran
successfully and the different execution time difference for
the conversion was insignificant.

Due to limited capacity in time and the small number of
available objects for testing, the evaluation of the migra-
tion services was yet short. Thus the figures collected need
still to be proven for a larger number of objects running in
migration processes on different machines.

A major drawback in all experiments was the availability of
a proper set of test files. Such a ground truth set of files
enriched with descriptive metadata on features like length,
containing pictures, special font sets, complex layouts and
other features would be very helpful to evaluate and compare
preservation workflows and migration tools.
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4.4 Next Steps
Still a problem is the black box character of the running
migration unit (cf. [11]). In the present state of develop-
ment, not much feedback on the state of active migration
workflows is available and reported back to the user. While
it is generally possible to attach another VNC viewer to the
running emulator the migrate interface lacks any methods
for querying its execution status in run-time. Thus, research
at Freiburg University focuses on the VNCplay tool and the
files used by it. The IWD file could be exploited to gather
information on the actual state of an ongoing migration.
Every interaction and expected screen result relates to a
certain state of the process. This could be used to gener-
ate progress information or produce more meaningful error
messages. Having this in place, the runtime of the entire
process should be optimized by eliminating redundancy in
the IWDs.

In future steps the authors hope to enhance the service to
handle more emulators beside QEMU and include additional
non-x86 original environments. Plus, more runtime improve-
ments like system resume-restart or multi-object migrations
will be looked into. The additional experience and infor-
mation should help for a better preservation planning by
providing quality metrics and cost estimations [3].

There are interesting alternative approaches like Polyglot
for automated file conversions. The service was developed
by [15] originally to convert 3D model files into different
formats. The underlying concept is quite different to the
presented one and is worth comparing and benchmarking.

5. CONCLUSION AND OUTLOOK
Migration-by-Emulation services allow a wide range of dif-
ferent file format conversions. Compared to simple com-
mand line migration tools those services are more complex
to setup and deploy. Nevertheless after having the work-
flow established a new migration scenario is simpler to be
integrated. Often only a new workflow is to be recorded
to add another service like the conversion of WPD to TXT
or Postscript. Even if a completely new input like Word-
star files are to be supported, only an appropriate original
environment is to be extended without the requirement to
program a new tool wrapper. Thus, the system presented
allows to easily compare the migrations run on different orig-
inal environments.

The operation and management of migration-by-emulation
services as presented could be decentralized and several in-
stitutions could share the workload or specialize on certain
environments and share their expertise with others.

Our implementation focused on the feasibility of the preser-
vation framework integration. Future research is dedicated
to the speedup of workflows by looking into the VNC record-
ing and playback. The interactive workflow descriptions are
a good starting point for optimization. They could be en-
riched with additional metadata to use it for progress report-
ing. A certain state in the metadata directly correspondents
to a state of the migration workflow and could be reported
back to the preservation framework.

The interative workflow description could be modularized

to better identify the different stages, like original operating
system booting, application starting, artifact loading, and
saving in a new format. This information could not only be
used for feedback but to identify checkpoints. Those check-
points could help with error recovery for restarting the pro-
cedure after failed attempts. Additionally, these workflows
could help to evaluate future versions of emulators before
they get integrated into preservation systems [22]. These is-
sues are part of the ongoing research at Freiburg University.

Depending on the future needs arising from the requirements
of Migration-by-Emulation, a couple of different strands seem
to be worth exploring in the coming years. Especially the
splitting of the preservation application into a simple user’s
front-end and an easy-to-extend server backend is very at-
tractive, as it could be adapted to many preservation frame-
work services. Nevertheless, future emulator research and
development should take the ”preservation-awareness” re-
garding automation and long-term support more into con-
sideration. With the ongoing research in the KEEP5 or
SCAPE6 projects new solutions and progress in wrapping
emulators and handling large scale migrations could be ex-
pected. Beside this, new insight into emulation metadata
and tool registries [2] will help to automate more steps of
the migration-by-emulation workflow. Nevertheless, a num-
ber of challenges like software archiving, emulation knowl-
edge base and a proper definition of a test set of digital
artifacts remain open.
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