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#### Abstract

Prior work on high-order exponential operator splitting methods is extended to evolution equations defined by three linear operators. A posteriori local error estimators are constructed via a suitable integral representation of the local error involving the defect associated with the splitting solution and quadrature approximation via Hermite interpolation. In order to prove asymptotical correctness, a multiple integral representation involving iterated defects is deduced by repeated application of the variation-of-constant formula. The error analysis within the framework of abstract evolution equations provides the basis for concrete applications. Numerical examples for initial-boundary value problems of Schrödinger and of parabolic type confirm the asymptotical correctness of the proposed a posteriori error estimators.
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## 1 Introduction

Evolution equations with the right-hand side composed of three vector fields naturally suggest splitting into three operators. Relevant examples are for instance given by reaction-diffusion-advection equations. Applications fields where this type of problems appears are, for instance, chemical reactor theory [1], fishery [2], or population dynamics [3]. Furthermore, dimensional splitting into three operators may promise computational advantages in the numerical solution of nonlinear Schrödinger equations.

[^0]For a recent overview on related numerical methods for (rotating) multi-component Bose-Einstein condensates we refer to [8], see also earlier work [4-7].

The generalization of the simplest splitting schemes (first-order Lie-Trotter splitting, second-order Strang splitting) to more than two operators is straightforward. Higher-order schemes can be constructed via composition. The construction of optimized higher-order schemes requires the solution of a nonlinear system of order conditions as for instance described in [9].

Given a splitting scheme involving three operators, our objective is to construct a practical local error estimator and to prove its asymptotical correctness. To this end the defect-based approach developed in [9,11-13] is extended to the case of three operators. This idea is rather universally applicable to one-step schemes, and it is of particular interest in the present context because other ways of estimating the error, for example using pairs of embedded formulas as proposed in [10], are difficult to realize and tend to be inefficient whenever three sub-operators are involved and higher-order schemes, e.g. of order $p=4$, are considered.

The motivation for our investigations is attributed to the fact that robust strategies for step-size adaptation according to the local error estimators are vital for the efficient time integration of evolution equations. To this end, reliable estimation and control of the local splitting error is necessary. The practical issues of adaptive time-stepping will not be addressed here, however.

To create a framework for this nontrivial extension of our prior approach [9,11-13], we consider an abstract linear evolution equation where the operator on the right-hand side is split into three parts,

$$
\left\{\begin{array}{l}
u^{\prime}(t)=H u(t)=A u(t)+B u(t)+C u(t), \quad t \geq 0  \tag{1.1}\\
\mathbf{u}(0) \text { given }
\end{array}\right.
$$

and where the exact flow

$$
\begin{equation*}
\mathcal{E}_{H}(t) u=\mathrm{e}^{t H} u \tag{1.2}
\end{equation*}
$$

is approximated, over a time increment $t>0$, by an $s$-stage exponential splitting method of the form

$$
\begin{equation*}
\mathcal{S}(t) u=\mathcal{S}_{s}(t) \mathcal{S}_{s-1}(t) \cdots \mathcal{S}_{1}(t) u \tag{1.3a}
\end{equation*}
$$

with subflows

$$
\begin{equation*}
\mathcal{S}_{j}(t)=\mathcal{E}_{C_{j}}(t) \mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t)=\mathrm{e}^{t C_{j}} \mathrm{e}^{t B_{j}} \mathrm{e}^{t A_{j}} \tag{1.3b}
\end{equation*}
$$

Here, we denote

$$
\begin{equation*}
A_{j}=a_{j} A, \quad B_{j}=b_{j} B, \quad C_{j}=c_{j} C, \tag{1.3c}
\end{equation*}
$$

with appropriate real or complex coefficients $\left(a_{j}, b_{j}, c_{j}\right)_{j=1}^{s}$.
As a first step, we deduce an exact representation of the local error operator

$$
\begin{equation*}
\mathcal{L}(t)=\mathcal{S}(t)-\mathcal{E}_{H}(t), \tag{1.4}
\end{equation*}
$$

which subsequently serves as the basis for the construction and analysis of a posteriori local error estimators in particular application cases. For this purpose we extend our investigations from [13] (particularly Section 6) where the case of splitting into two suboperators was considered. In [13] the rich combinatorial structure of the local error was studied, and estimates for the local error have been obtained in a recursive way. For the case of three operators, an even more complex combinatorial structure emerges which we describe in detail. As this structure cannot be reduced to the case of two
operators, an extended framework for the analysis needs to be created. We provide a complete analysis for linear problems; the general ideas related to the local error structure and a posteriori error estimation are the same in the nonlinear case, but technicalities abound, see for instance the discussion of splitting into two operators in [11].

Within our abstract setting we are not specific about the underlying function spaces. We tacitly assume that all occurring operations are well-defined. The notation $\mathscr{O}(\cdot)$ is to be understood in the sense that the stated order holds assuming boundedness of the quantities appearing in the error constants.

The paper is organized as follows: In Section 2 we describe the general setting and give some remarks on order conditions. In Section 3 we list examples of lower order schemes and their properties. Section 4 is devoted to a representation of the local error for the first-order Lie-Trotter splitting method and serves to indicate the general approach. In Section 5 we give a detailed analysis of the recursive combinatorial structure of the local error for general higher-order multi-composition methods. A related a posteriori error estimator is studied in Section 6; in particular it is demonstrated that this estimator is asymptotically correct under natural regularity requirements. Comments on the practical realization and the extension to nonlinear evolution equations are included in Section 7. Numerical examples for initial-boundary value problems of Schrödinger and of parabolic type confirming asymptotical correctness of the a posteriori local error estimators are finally given in Section 8.

## 2 Problem setting and notation; the order of a splitting method

### 2.1 Notation and preliminaries

For the sake of brevity we often omit the argument $t$ if the context allows. We write

$$
\begin{equation*}
\mathcal{S}_{j}=\mathcal{S}_{j}^{[0]}, \quad \mathcal{S}=\mathcal{S}^{[0]} \tag{2.1}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathcal{V}_{j}=\mathcal{V}_{j}^{[0]}:=\mathcal{E}_{A_{j}}, \quad \mathcal{W}_{j}=\mathcal{W}_{j}^{[0]}:=\mathcal{E}_{C_{j}} \mathcal{E}_{B_{j}} \tag{2.2}
\end{equation*}
$$

such that $\mathcal{S}_{j}^{[0]}=\mathcal{W}_{j}^{[0]} \mathcal{V}_{j}^{[0]}$.
Introducing the defect operator

$$
\begin{equation*}
\delta(\mathcal{X})=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}-H \mathcal{X} \tag{2.3}
\end{equation*}
$$

the exact evolution operator $\mathcal{E}_{H}(t)$ satisfies $\delta\left(\mathcal{E}_{H}\right)=0$. For $j=1 \ldots s$, let

$$
\begin{align*}
\delta_{j}\left(\mathcal{X}_{j}\right) & :=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}_{j}-\left(A_{j}+B_{j}+C_{j}\right) \mathcal{X}_{j},  \tag{2.4a}\\
\rho_{j}\left(\mathcal{X}_{j}\right) & :=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}_{j}-A_{j} \mathcal{X}_{j},  \tag{2.4b}\\
\sigma_{j}\left(\mathcal{X}_{j}\right) & :=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}_{j}-\mathcal{X}_{j} B_{j}-C_{j} \mathcal{X}_{j} . \tag{2.4c}
\end{align*}
$$

We denote

$$
\begin{align*}
& H_{0}:=0 \\
& H_{j}:=A_{j}+B_{j}+C_{j}, \quad j \in\{1, \ldots, s\} . \tag{2.5}
\end{align*}
$$

Since $A_{j}+B_{j}$ and $A+B$ often occur, we write

$$
\begin{equation*}
D_{j}=A_{j}+B_{j}, \quad D=A+B \tag{2.6}
\end{equation*}
$$

Furthermore, let

$$
\begin{equation*}
\underline{H}_{j}:=H_{1}+\ldots+H_{j-1}, \quad j \in\{1, \ldots, s\} . \tag{2.7}
\end{equation*}
$$

We also define a family of iterated commutators by

$$
\begin{equation*}
A_{j}^{[0]}:=A_{j}, \quad B_{j}^{[0]}:=B_{j}, \quad C_{j}^{[0]}:=C_{j}, \tag{2.8a}
\end{equation*}
$$

and recursively for $k \geq 1$,

$$
\begin{equation*}
A_{j}^{[k]}:=\left[A_{j}^{[k-1]}, \underline{H}_{j}\right], \quad B_{j}^{[k]}:=\left[B_{j}^{[k-1]}, \underline{H}_{j}+A_{j}\right], \quad C_{j}^{[k]}:=\left[C_{j}^{[k-1]}, \underline{H}_{j}+H_{j}\right] . \tag{2.8b}
\end{equation*}
$$

### 2.2 Order of the local error, order conditions

Via Taylor expansion of the local error operator $\mathcal{L}(t)$, asymptotic order $p$ is characterized by

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{L}(0)=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \mathcal{L}(0)=\ldots=\frac{\mathrm{d}^{p}}{\mathrm{~d} t^{p}} \mathcal{L}(0)=0 \tag{2.9a}
\end{equation*}
$$

and for a scheme of order $p$ the leading term of the local error is given by

$$
\begin{equation*}
\mathcal{L}_{0}(t):=\frac{t^{p+1}}{(p+1)!} \frac{\mathrm{d}^{p+1}}{\mathrm{~d} t^{p+1}} \mathcal{L}(0)=\mathscr{O}\left(t^{p+1}\right) \tag{2.9b}
\end{equation*}
$$

such that $\mathcal{L}(t)=\mathcal{L}_{0}(t)+\mathscr{O}\left(t^{p+2}\right)$. According to [9], for a general splitting method of order $p$ the leading term $\mathcal{L}_{0}(t)$ has a special structure, namely

$$
\begin{equation*}
\mathcal{L}_{0}(t)=\text { linear combination of } p \text {-th iterated commutators of } A, B, C, \tag{2.10}
\end{equation*}
$$

with coefficients independent of the given problem. As described in [9], this can be used to set up a recursive algorithm for the generation of order conditions. Furthermore, for a given scheme of order $p$, the coefficients in the linear combination (2.10) can then be computed from the conditions for order $p+1$.

In the following, we do not discuss order conditions or the construction of higherorder schemes in detail. In the next section we list some particular schemes as illustrative examples.
2.3 Integral representation of the local error via the defect of the splitting approximation

With the defect ${ }^{1}$

$$
\begin{equation*}
\mathcal{D}=\mathcal{S}^{[1]}=\delta\left(\mathcal{S}^{[0]}\right)=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}^{[0]}-H \mathcal{S}^{[0]} \tag{2.11}
\end{equation*}
$$

of the splitting operator $\mathcal{S}^{[0]}$ with respect to the given evolution equation, we obtain a first, basic integral representation of the local error via the variation-of-constant formula,

$$
\begin{equation*}
\mathcal{L}(t)=\int_{0}^{t} \mathcal{E}_{H}(t-\tau) \mathcal{D}(\tau) \mathrm{d} \tau . \tag{2.12}
\end{equation*}
$$

In Section 5, the integral (2.12) will be expanded into a multiple integral over higherorder defect terms, reflecting the precise order of the scheme.

[^1]
## 3 Schemes of orders 1, 2, and 4

We list some basic facts about lower-order schemes and their local error structure. These results have been obtained by means of an implementation (in Maple $18^{2}$ ) of the algorithm described in [9].

### 3.1 First-order Lie-Trotter splitting method

For $s=p=1$ we have

$$
\begin{equation*}
\mathcal{S}=\mathcal{E}_{C} \mathcal{E}_{B} \mathcal{E}_{A}, \tag{3.1}
\end{equation*}
$$

and the leading term of the local error is

$$
\mathcal{L}_{0}(t)=\frac{t^{2}}{2}([B, A]+[C, A]+[C, B]) .
$$

### 3.2 Second-order Strang splitting method

Formally, the standard second-order splitting method involves three compositions comprising 5 evaluations of exponentials: For $s=3$, i.e.,

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1}=\mathcal{E}_{C_{3}} \mathcal{E}_{B_{3}} \mathcal{E}_{A_{3}} \cdot \mathcal{E}_{C_{2}} \mathcal{E}_{B_{2}} \mathcal{E}_{A_{2}} \cdot \mathcal{E}_{C_{1}} \mathcal{E}_{B_{1}} \mathcal{E}_{A_{1}} \tag{3.2}
\end{equation*}
$$

and $p=2$, the choice of coefficients according to

| $a_{1}$ | $b_{1}$ | $c_{1}$ | $a_{2}$ | $b_{2}$ | $c_{2}$ | $a_{3}$ | $b_{3}$ | $c_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 | 1 | $\frac{1}{2}$ | $\frac{1}{2}$ |

yields the symmetric Strang splitting method in the form

$$
\begin{align*}
\mathcal{S} & =\mathcal{E}_{C / 2} \mathcal{E}_{B / 2} \mathcal{E}_{A} \mathcal{E}_{B / 2} \mathcal{E}_{C / 2}  \tag{3.3a}\\
& =\mathcal{E}_{C / 2} \mathcal{E}_{B / 2} \mathcal{E}_{A / 2} \cdot \mathcal{E}_{A / 2} \mathcal{E}_{B / 2} \mathcal{E}_{C / 2} \tag{3.3b}
\end{align*}
$$

The leading term of the local error reads

$$
\begin{aligned}
\mathcal{L}_{0}(t)=\frac{t^{3}}{6} & \left(\lambda_{1}[A,[A, B]]+\lambda_{2}[A,[A, C]]+\lambda_{3}[B,[A, B]]+\lambda_{4}[C,[A, B]]\right. \\
& \left.+\lambda_{5}[B,[A, C]]+\lambda_{6}[C,[A, C]]+\lambda_{7}[B,[B, C]]+\lambda_{8}[C,[B, C]]\right),
\end{aligned}
$$

with the following coefficients:

| $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{4}$ | $\lambda_{5}$ | $\lambda_{6}$ | $\lambda_{7}$ | $\lambda_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{4}$ | $-\frac{1}{2}$ | 1 | $\frac{1}{4}$ | $\frac{1}{2}$ | $\frac{1}{4}$ |

[^2]3.3 Second-order splitting method, complex coefficients with positive real parts

For $s=2$, i.e.,

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{2} \cdot \mathcal{S}_{1}=\mathcal{E}_{C_{2}} \mathcal{E}_{B_{2}} \mathcal{E}_{A_{2}} \cdot \mathcal{E}_{C_{1}} \mathcal{E}_{B_{1}} \mathcal{E}_{A_{1}}, \tag{3.4}
\end{equation*}
$$

and $p=2$ we obtain a pair of complex solutions with positive real parts,

$$
\begin{equation*}
a_{1}=b_{1}=c_{1}=\frac{1}{2}(1-\mathrm{i}), \quad a_{2}=b_{2}=c_{2}=\frac{1}{2}(1+\mathrm{i}), \tag{3.5a}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{1}=b_{1}=c_{1}=\frac{1}{2}(1+\mathrm{i}), \quad a_{2}=b_{2}=c_{2}=\frac{1}{2}(1-\mathrm{i}) . \tag{3.5b}
\end{equation*}
$$

The leading term of the local error for (3.5a) reads

$$
\begin{aligned}
\mathcal{L}_{0}(t)=\frac{t^{3}}{6} & \left(\lambda_{1}[A,[A, B]]+\lambda_{2}[A,[A, C]]+\lambda_{3}[B,[A, B]]+\lambda_{4}[C,[A, B]]\right. \\
& \left.+\lambda_{5}[B,[A, C]]+\lambda_{6}[C,[A, C]]+\lambda_{7}[B,[B, C]]+\lambda_{8}[C,[B, C]]\right),
\end{aligned}
$$

with the following coefficients:

| $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ | $\lambda_{4}$ | $\lambda_{5}$ | $\lambda_{6}$ | $\lambda_{7}$ | $\lambda_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{4}(-1+3 \mathrm{i})$ | $\frac{1}{4}(-1+3 \mathrm{i})$ | $\frac{1}{4}(1+3 \mathrm{i})$ | 1 | $\frac{1}{2}(-1+3 \mathrm{i})$ | $\frac{1}{4}(1+3 \mathrm{i})$ | $\frac{1}{4}(-1+3 \mathrm{i})$ | $\frac{1}{4}(1+3 \mathrm{i})$ |

### 3.4 Higher-order splitting methods

Construction by composition A straightforward approach for the construction of higherorder splitting methods relies on composition. For instance, a fourth-order scheme can be constructed by symmetric composition of three steps with $\mathcal{S}=\mathcal{S}(t)$ from (3.3), i.e.,

$$
\begin{equation*}
\mathcal{S}_{\text {comp }}(t)=\mathcal{S}\left(\gamma_{3} t\right) \mathcal{S}\left(\gamma_{2} t\right) \mathcal{S}\left(\gamma_{1} t\right) \tag{3.6a}
\end{equation*}
$$

and with the 'triple jump' coefficients (see [14])

$$
\begin{align*}
& \gamma_{1}=\gamma_{3}=\frac{1}{2-2^{1 / 3}} \approx 1.351207191959658 \\
& \gamma_{2}=-\frac{2^{1 / 3}}{2-2^{1 / 3}} \approx-1.702414383919315 \tag{3.6b}
\end{align*}
$$

This results in a symmetric method with 9 compositions and coefficients according to

| $a_{1}$ | $b_{1}$ | $c_{1}$ | $a_{2}$ | $b_{2}$ | $c_{2}$ | $a_{3}$ | $b_{3}$ | $c_{3}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $\frac{\gamma_{1}}{2}$ | 0 | $\frac{\gamma_{1}}{2}$ | 0 | $\gamma_{1}$ | $\frac{\gamma_{1}}{2}$ | $\frac{\gamma_{1}}{2}$ |
| $a_{4}$ | $b_{4}$ | $c_{4}$ | $a_{5}$ | $b_{5}$ | $c_{5}$ | $a_{6}$ | $b_{6}$ | $c_{6}$ |
| 0 | 0 | $\frac{\gamma_{2}}{2}$ | 0 | $\frac{\gamma_{2}}{2}$ | 0 | $\gamma_{2}$ | $\frac{\gamma_{2}}{2}$ | $\frac{\gamma_{2}}{2}$ |
| $a_{7}$ | $b_{7}$ | $c_{7}$ | $a_{8}$ | $b_{8}$ | $c_{8}$ | $a_{9}$ | $b_{9}$ | $c_{9}$ |
| 0 | 0 | $\frac{\gamma_{1}}{2}$ | 0 | $\frac{\gamma_{1}}{2}$ | 0 | $\gamma_{1}$ | $\frac{\gamma_{1}}{2}$ | $\frac{\gamma_{1}}{2}$ |

Since the subflows involving $c_{3}, c_{4}$ and $c_{6}, c_{7}$ can be combined into single subflows involving $c_{3}+c_{4}$ and $c_{6}+c_{7}$, this method requires 13 evaluations of subflows.

For certain applications, in particular parabolic problems, we require (complex) coefficients with positive real parts. This is accomplished by choosing the composition coefficients $\gamma_{j}$ in (3.6a) as complex with real parts, see [15].

For a method of order $p=4$, the leading term of the local error reads

$$
\begin{equation*}
\mathcal{L}_{0}(t)=\frac{t^{5}}{120} \sum_{k=1}^{48} \lambda_{k} K_{k} \tag{3.7}
\end{equation*}
$$

with computable coefficients $\lambda_{k}$ and 48 different fourth iterated commutators $K_{k}$ of the given operators $A, B, C$.

Solution of order conditions An alternative strategy to construct higher-order schemes without resorting to composition is based on the solution of the algebraic system of the order conditions, see also [9]. Often the resulting splitting methods turns out to have a smaller error constant than composition schemes. Finding optimized solutions, e.g., by minimizing $\sum_{k} \lambda_{k}^{2}$ in (3.7), is a topic currently under investigation.

## 4 Lie-Trotter splitting: Representation of the local error

In this section we consider the Lie-Trotter scheme and illustrate our strategy for the representation the local error. The (much more intricate) general case is considered in Section 5. We use the notation introduced in Section 2 and make use of some technical results which are collected in A.

Approach We proceed from the local error integral (2.12) involving the defect $\mathcal{D}=\mathcal{S}^{[1]}$, and $\mathcal{S}^{[1]}$ in turn is represented by an integral which is derived from a differential equation of Sylvester type.

For the Lie-Trotter splitting operator (3.1) we write

$$
\mathcal{S}^{[0]}=\mathcal{E}_{C} \mathcal{E}_{B} \cdot \mathcal{E}_{A}=\mathcal{W}^{[0]} \cdot \mathcal{V}^{[0]}
$$

From

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}^{[0]}=\mathcal{W}^{[0]} B+C \mathcal{W}^{[0]} \tag{4.1}
\end{equation*}
$$

we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}^{[0]}=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}^{[0]} \cdot \mathcal{V}^{[0]}+\mathcal{W}^{[0]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{V}^{[0]}=\left(C \mathcal{W}^{[0]}+\mathcal{W}^{[0]} B\right) \mathcal{V}^{[0]}+\mathcal{W}^{[0]} A \mathcal{V}^{[0]}
$$

and thus,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}^{[0]}=\left(\mathcal{W}^{[0]} D+C \mathcal{W}^{[0]}\right) \mathcal{V}^{[0]} \tag{4.2}
\end{equation*}
$$

With (4.2), the defect (2.11) can be recast as

$$
\begin{equation*}
\mathcal{S}^{[1]}=\mathcal{W}^{[0]} D \mathcal{V}^{[0]}+C \mathcal{W}^{[0]} \mathcal{V}^{[0]}-(D+C) \mathcal{W}^{[0]} \mathcal{V}^{[0]}=\left[\mathcal{W}^{[0]}, D\right] \mathcal{V}^{[0]} \tag{4.3}
\end{equation*}
$$

with $\mathcal{S}^{[1]}(0)=0$. Introducing another shorthand notation,

$$
\begin{equation*}
\mathcal{S}^{[1]}=\mathcal{W}^{[1]} \mathcal{V}^{[0]}, \quad \text { with } \quad \mathcal{W}^{[1]}:=\left[\mathcal{W}^{[0]}, D\right], \tag{4.4}
\end{equation*}
$$

where we seek a suitable representation for $\mathcal{W}^{[1]}$. Due to (4.1) and Lemma 5 (A), $\mathcal{W}^{[1]}$ satisfies the inhomogeneous Sylvester equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}^{[1]}=\mathcal{W}^{[1]} B+C \mathcal{W}^{[1]}+\sigma\left(\mathcal{W}^{[1]}\right), \tag{4.5a}
\end{equation*}
$$

with $\mathcal{W}^{[1]}(0)=0$, and

$$
\begin{align*}
\sigma\left(\mathcal{W}^{[1]}\right) & =\mathcal{W}^{[0]}[B, D]+[C, D] \mathcal{W}^{[0]} \\
& =\mathcal{W}^{[0]}[B, A]+[C, H] \mathcal{W}^{[0]} . \tag{4.5b}
\end{align*}
$$

From (4.5a), by using Lemma A.5(i) we infer the integral representation

$$
\begin{equation*}
\mathcal{W}^{[1]}(t)=\int_{0}^{t} \mathcal{E}_{C}(t-\tau) \sigma\left(\mathcal{W}^{[1]}\right)(\tau) \mathcal{E}_{B}(t-\tau) \mathrm{d} \tau . \tag{4.5c}
\end{equation*}
$$

With (4.5b) and $\mathcal{W}^{[0]}=\mathcal{E}_{C} \mathcal{E}_{B}$ this yields

$$
\begin{align*}
\mathcal{S}^{[1]}(t)=\mathcal{W}^{[1]}(t) \mathcal{V}^{[0]}(t)=\mathcal{E}_{C}(t) & \int_{0}^{t} \mathcal{E}_{B}(t-\tau)[B, A] \mathcal{E}_{B}(\tau) \mathrm{d} \tau \cdot \mathcal{E}_{A}(t)  \tag{4.6}\\
& +\int_{0}^{t} \mathcal{E}_{C}(t-\tau)[C, H] \mathcal{E}_{C}(\tau) \mathrm{d} \tau \cdot \mathcal{E}_{B}(t) \mathcal{E}_{A}(t)
\end{align*}
$$

Altogether,

$$
\begin{equation*}
\mathcal{L}(t) u=\int_{0}^{t} \mathcal{E}_{H}(t-\tau) \mathcal{S}^{[1]}(\tau) \mathrm{d} \tau \cdot u . \tag{4.7}
\end{equation*}
$$

Note that $\mathcal{S}^{[1]}(t) u=\mathscr{O}(t)$ and $\mathcal{L}(t) u=\mathscr{O}\left(t^{2}\right)$.

## 5 General high-order $s$-stage splitting method: Representation of the local error

We assume that the conditions (2.9a) for order $p$ are satisfied. Then,

$$
\mathcal{L}(t) u=\frac{t^{p+1}}{(p+1)!} \frac{\mathrm{d}^{p+1}}{\mathrm{~d} t^{p+1}} \mathcal{L}(0)+\mathscr{O}\left(t^{p+2}\right)
$$

where the leading coefficient $\frac{\mathrm{d}^{p+1}}{\mathrm{~d} t t^{p+1}} \mathcal{L}(0)$ is a linear combination of iterated commutators of the data $A, B, C$, see (2.10). Instead of estimating the $\mathscr{O}\left(t^{p+2}\right)$ remainder, we follow a different approach, namely we aim at an exact representation of $\mathcal{L}(t) u$ in the form of a (multiple) integral expansion, generalizing (4.6), (4.7).

In the following we use the notation introduced in Section 2 and make use of some technical results which are collected in A.
5.1 Representation of of the local error via multiple variation-of-constant

We proceed via generalization of the approach from [13]. Consider the splitting operator

$$
\mathcal{S}^{[0]}=\mathcal{S}_{s}^{[0]} \cdots \mathcal{S}_{1}^{[0]}
$$

with

$$
\mathcal{S}_{j}^{[0]}=\left(\mathcal{E}_{C_{j}} \mathcal{E}_{B_{j}}\right) \mathcal{E}_{A_{j}}=\mathcal{W}_{j}^{[0]} \mathcal{V}_{j}^{[0]}
$$

where $\mathcal{V}_{j}^{[0]}$ and $\mathcal{W}_{j}^{[0]}$ satisfy the initial value problems

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{V}_{j}^{[0]}=A_{j} \mathcal{V}_{j}^{[0]}, \quad \mathcal{V}_{j}^{[0]}(0)=\mathcal{I},  \tag{5.1a}\\
& \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}_{j}^{[0]}=\mathcal{W}_{j}^{[0]} B_{j}+C_{j} \mathcal{W}_{j}^{[0]}, \quad \mathcal{W}_{j}^{[0]}(0)=\mathcal{I} . \tag{5.1b}
\end{align*}
$$

With the linear differential operator defined by (2.3), we recursively define the higher-order defect operators $\mathcal{S}^{[q]}$ by

$$
\begin{equation*}
\mathcal{S}^{[q]}:=\delta\left(\mathcal{S}^{[q-1]}\right)=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}^{[q-1]}-H \mathcal{S}^{[q-1]}, \quad q \geq 1 \tag{5.2}
\end{equation*}
$$

By successive differentiation of (2.12) and evaluation at $t=0$ it can be seen that the order conditions (2.9a) are equivalent to

$$
\begin{equation*}
\mathcal{S}^{[1]}(0)=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}^{[1]}(0)=\ldots=\frac{\mathrm{d}^{p-1}}{\mathrm{~d} t^{p-1}} \mathcal{S}^{[1]}(0)=0 \tag{5.3a}
\end{equation*}
$$

which in turn is equivalent to

$$
\begin{equation*}
\mathcal{S}^{[1]}(0)=\mathcal{S}^{[2]}(0)=\cdots=\mathcal{S}^{[p]}(0)=0 \tag{5.3b}
\end{equation*}
$$

Hence the local error operator $\mathcal{L}=\mathcal{S}^{[0]}-\mathcal{E}_{H}$ can be expanded via a multiple variation-of-constant representation,

$$
\begin{align*}
\mathcal{L}(t) & =\int_{0}^{t} \mathcal{E}_{H}\left(t-\tau_{1}\right) \mathcal{S}^{[1]}\left(\tau_{1}\right) \mathrm{d} \tau_{1} \\
& =\int_{0}^{t} \int_{0}^{\tau_{1}} \mathcal{E}_{H}\left(t-\tau_{2}\right) \mathcal{S}^{[2]}\left(\tau_{2}\right) \mathrm{d} \tau_{2} \mathrm{~d} \tau_{1} \\
& =\ldots \\
& =\int_{0}^{t} \int_{0}^{\tau_{1}} \cdots \int_{0}^{\tau_{p}} \mathcal{E}_{H}\left(t-\tau_{p+1}\right) \mathcal{S}^{[p+1]}\left(\tau_{p+1}\right) \mathrm{d} \tau_{p+1} \cdots \mathrm{~d} \tau_{1} \tag{5.4}
\end{align*}
$$

A slightly different integral representation will be used in Section 5.3 in order to estimate the local error.
5.2 Recursion for higher-order defect terms

For a rigorous local error analysis, a representation of the higher-order defect operator $\mathcal{S}^{[p+1]}$ appearing in (5.4) is required. This will be obtained by means of a recursion for $\mathcal{S}^{[q]}, q=1,2, \ldots$ Let us illustrate the first step of this procedure for the case $s=3$ :

$$
\begin{aligned}
\mathcal{S}^{[1]}= & \delta\left(\mathcal{S}^{[0]}\right)=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}^{[0]}-H \mathcal{S}^{[0]} \\
= & \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{3}^{[0]} \cdot \mathcal{S}_{2}^{[0]} \cdot \mathcal{S}_{1}^{[0]}+\mathcal{S}_{3}^{[0]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{2}^{[0]} \cdot \mathcal{S}_{1}^{[0]}+\mathcal{S}_{3}^{[0]} \cdot \mathcal{S}_{2}^{[0]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{1}^{[0]} \\
& -\left(H_{3}+H_{2}+H_{1}\right) \mathcal{S}_{3}^{[0]} \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]} \\
= & \left(\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{3}^{[0]}-H_{3} \mathcal{S}_{3}^{[0]}\right) \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]} \\
& +\mathcal{S}_{3}^{[0]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{2}^{[0]} \cdot \mathcal{S}_{1}^{[0]}+\mathcal{S}_{3}^{[0]} \cdot \mathcal{S}_{2}^{[0]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{1}^{[0]} \\
& -\left(H_{2}+H_{1}\right) \mathcal{S}_{3}^{[0]} \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]} \\
= & \left(\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{3}^{[0]}-H_{3} \mathcal{S}_{3}^{[0]}\right) \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]}+\left[\mathcal{S}_{3}^{[0]}, H_{1}+H_{2}\right] \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]} \\
& +\mathcal{S}_{3}^{[0]}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{2}^{[0]} \cdot \mathcal{S}_{1}^{[0]}+\mathcal{S}_{2}^{[0]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{1}^{[0]}-\left(H_{2}+H_{1}\right) \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]}\right) \\
= & \left(\left(\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{3}^{[0]}-H_{3} \mathcal{S}_{3}^{[0]}\right)+\left[\mathcal{S}_{3}^{[0]}, H_{1}+H_{2}\right]\right) \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]} \\
& +\mathcal{S}_{3}^{[0]}\left(\left(\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{2}^{[0]}-H_{2} \mathcal{S}_{2}^{[0]}\right)+\left[\mathcal{S}_{2}^{[0]}, H_{1}\right]\right) \mathcal{S}_{1}^{[0]} \\
& +\mathcal{S}_{3}^{[0]} \mathcal{S}_{2}^{[0]}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{1}^{[0]}-H_{1} \mathcal{S}_{1}^{[0]}\right) \\
= & \left(\left[\mathcal{S}_{3}^{[0]}, H_{3}\right]+\delta_{3}\left(\mathcal{S}_{3}^{[0]}\right)\right) \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]} \\
& +\mathcal{S}_{3}^{[0]}\left(\left[\mathcal{S}_{2}^{[0]}, \underline{H}_{2}\right]+\delta_{2}\left(\mathcal{S}_{2}^{[0]}\right)\right) \mathcal{S}_{1}^{[0]} \\
& +\mathcal{S}_{3}^{[0]} \mathcal{S}_{2}^{[0]}\left(\left[\mathcal{S}_{1}^{[0]}, \underline{H}_{1}\right]+\delta_{1}\left(\mathcal{S}_{1}^{[0]}\right)\right) \\
=: & \mathcal{S}_{3}^{[1]} \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[0]}+\mathcal{S}_{3}^{[0]} \mathcal{S}_{2}^{[1]} \mathcal{S}_{1}^{[0]}+\mathcal{S}_{3}^{[0]} \mathcal{S}_{2}^{[0]} \mathcal{S}_{1}^{[1]},
\end{aligned}
$$

with $\delta_{j}(\cdot)$ from (2.4a) and $\underline{H}_{j}$ from (2.7). This representation is independent of the particular structure of $\mathcal{S}_{j}^{[0]}$, and the general pattern is clearly visible. Moreover, with the recursive definition ${ }^{3}$

$$
\begin{equation*}
\mathcal{S}_{j}^{[k+1]}:=\left[\mathcal{S}_{j}^{[k]}, \underline{H}_{j}\right]+\delta_{j}\left(\mathcal{S}_{j}^{[k]}\right), \quad k \geq 0, \tag{5.5}
\end{equation*}
$$

this generalizes in the same way as in [13] in form of the following Leibniz-type formula.
Lemma 1 The higher-order defect operators $\mathcal{S}^{[q]}$ defined by (5.2) admit a representation in the form of a multinomial expansion,

$$
\begin{equation*}
\mathcal{S}^{[q]}=\sum_{k \in \mathbb{N}_{0}^{s},|k|=q}\binom{q}{k} \mathcal{S}_{s}^{\left[k_{s}\right]} \cdots \mathcal{S}_{1}^{\left[k_{1}\right]}, \quad q \geq 0 \tag{5.6}
\end{equation*}
$$

where the $\mathcal{S}_{j}^{[k]}$ are recursively defined by (5.5).
Proof Analogously to [13, Lemma 5].

[^3]With $\rho_{j}(\cdot), \sigma_{j}(\cdot)$ from (2.4) and from (5.1) we have $\rho_{j}\left(\mathcal{V}^{[j]}\right)=0$ and $\sigma_{j}\left(\mathcal{W}^{[j]}\right)=0$. Furthermore, we recursively define

$$
\begin{align*}
\mathcal{V}_{j}^{[k+1]} & :=\left[\mathcal{V}_{j}^{[k]}, \underline{H}_{j}\right]+\rho_{j}\left(\mathcal{V}_{j}^{[k]}\right), \quad k \geq 0,  \tag{5.7a}\\
\mathcal{W}_{j}^{[k+1]} & :=\left[\mathcal{W}_{j}^{[k]}, \underline{H}_{j}+D_{j}\right]+\sigma_{j}\left(\mathcal{W}_{j}^{[k]}\right), \quad k \geq 0, \tag{5.7b}
\end{align*}
$$

with $D_{j}$ from (2.6) and $\underline{H}_{j}$ from (2.7). $\mathcal{V}_{j}^{[k]}$ and $\mathcal{W}_{j}^{[k]}$ are building blocks for $\mathcal{S}_{j}^{[k]}$ :
Lemma 2 The higher-order defect terms $\mathcal{S}_{j}^{[k]}$ defined by (5.5) admit a representation in form of a binomial expansion,

$$
\begin{equation*}
\mathcal{S}_{j}^{[k]}=\sum_{\ell=0}^{k}\binom{k}{\ell} \mathcal{W}_{j}^{[k-\ell]} \mathcal{V}_{j}^{[\ell]}, \quad k \geq 0, \quad j \in\{1, \ldots, s\} \tag{5.8}
\end{equation*}
$$

with $\mathcal{V}_{j}^{[\ell]}$ and $\mathcal{W}_{j}^{[\ell]}$ defined by (5.7).
Proof See Appendix B.
Finally, we provide recursive representations for the $\mathcal{V}_{j}^{[k]}$ and $\mathcal{W}_{j}^{[k]}$.

## Lemma 3

(i) The operators $\mathcal{V}_{j}^{[k]}$ defined by (5.7a) satisfy

$$
\begin{equation*}
\rho_{j}\left(\mathcal{V}_{j}^{[k]}\right)=\sum_{\ell=1}^{k}\binom{k}{\ell} A_{j}^{[\ell]} \mathcal{V}_{j}^{[k-\ell]}, \quad k \geq 0, \quad j \in\{1, \ldots, s\}, \tag{5.9a}
\end{equation*}
$$

with $A_{j}^{[\ell]}$ defined in (2.8) and $\rho_{j}(\cdot)$ from (2.4b). That is, $\mathcal{V}_{j}^{[k]}$ satisfy the (recursively defined) evolution equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{V}_{j}^{[k]}=A_{j} \mathcal{V}_{j}^{[k]}+\sum_{\ell=1}^{k}\binom{k}{\ell} A_{j}^{[\ell]} \mathcal{V}_{j}^{[k-\ell]} \tag{5.9b}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\mathcal{V}_{j}^{[k]}(t) & =\mathcal{E}_{A_{j}}(t) \mathcal{V}_{j}^{[k]}(0)+\int_{0}^{t} \mathcal{E}_{A_{j}}(t-\tau) \rho_{j}\left(\mathcal{V}_{j}^{[k]}\right)(\tau) \mathrm{d} \tau  \tag{5.9c}\\
& =: \mathcal{V}_{j, 0}^{[k]}(t)+\mathcal{V}_{j, 1}^{[k]}(t)
\end{align*}
$$

with initial value ${ }^{4} \mathcal{V}_{j}^{[k]}(0)=\left[\mathcal{V}_{j}^{[k-1]}(0), \underline{H}_{j}\right]+\rho_{j}\left(\mathcal{V}_{j}^{[k-1]}\right)(0)$, and $\rho_{j}\left(\mathcal{V}_{j}^{[k]}\right)$ from (5.9a).
(ii) The $\mathcal{W}_{j}^{[k]}$ defined by (5.7b) satisfy

$$
\begin{equation*}
\sigma_{j}\left(\mathcal{W}_{j}^{[k]}\right)=\sum_{\ell=1}^{k}\binom{k}{\ell}\left(\mathcal{W}_{j}^{[k-\ell]} B_{j}^{[\ell]}+C_{j}^{[\ell]} \mathcal{W}_{j}^{[k-\ell]}\right), \quad k \geq 0, \quad j \in\{1, \ldots, s\}, \tag{5.10a}
\end{equation*}
$$

[^4]with $B_{j}^{[\ell]}$ and $C_{j}^{[\ell]}$ defined in (2.8) and with $\sigma_{j}(\cdot)$ from (2.4c). That is, $\mathcal{W}_{j}^{[k]}$ satisfy the (recursively defined) evolution equations of Sylvester type,
\[

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}_{j}^{[k]}=\mathcal{W}_{j}^{[k]} B_{j}+C_{j} \mathcal{W}_{j}^{[k]}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(\mathcal{W}_{j}^{[k-\ell]} B_{j}^{[\ell]}+C_{j}^{[\ell]} \mathcal{W}_{j}^{[k-\ell]}\right) \tag{5.10b}
\end{equation*}
$$

\]

Thus, due to (A.6),

$$
\begin{align*}
\mathcal{W}_{j}^{[k]}(t) & =\mathcal{E}_{C_{j}}(t) \mathcal{W}_{j}^{[k]}(0) \mathcal{E}_{B_{j}}(t)+\int_{0}^{t} \mathcal{E}_{C_{j}}(t-\tau) \sigma_{j}\left(\mathcal{W}_{j}^{[k]}\right)(\tau) \mathcal{E}_{B_{j}}(t-\tau) \mathrm{d} \tau \\
& =: \mathcal{W}_{j, 0}^{[k]}(t)+\mathcal{W}_{j, 1}^{[k]}(t) \tag{5.10c}
\end{align*}
$$

with initial value ${ }^{5} \mathcal{W}_{j}^{[k]}(0)=\left[\mathcal{W}_{j}^{[k-1]}(0), \underline{H}_{j}+D_{j}\right]+\sigma_{j}\left(\mathcal{W}_{j}^{[k-1]}\right)(0)$, and $\sigma_{j}\left(\mathcal{W}_{j}^{[k]}\right)$ from (5.10a).

Proof See Appendix B.

### 5.3 Expansion and estimation of the local error

Assuming the conditions (2.9a) for order $p$ to be satisfied, which are equivalent to (5.3b), the local error can now be expanded, in a way analogous to [13]. Assume first that the conditions $\mathcal{S}^{[1]}(0)=\ldots=\mathcal{S}^{[p-1]}(0)=0$ for order $p-1$ are satisfied. Then the local error can be represented in the form

$$
\mathcal{L}(t)=\int_{0}^{t} \cdots \int_{0}^{\tau_{p-1}} \mathcal{E}_{H}\left(t-\tau_{p}\right) \mathcal{S}^{[p]}\left(\tau_{p}\right) \mathrm{d} \tau_{p} \cdots \mathrm{~d} \tau_{1}
$$

From Lemma 1 and Lemma 2 we have

$$
\mathcal{S}^{[p]}=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \mathcal{S}_{s}^{\left[k_{s}\right]} \ldots \mathcal{S}_{1}^{\left[k_{1}\right]},
$$

with

$$
\mathcal{S}_{j}^{[k]}=\sum_{\ell=0}^{k}\binom{k}{\ell} \mathcal{W}_{j}^{[k-\ell]} \mathcal{V}_{j}^{[\ell]}, \quad j \in\{1, \ldots, s\} .
$$

$\mathcal{V}_{j}^{[k]}=\mathcal{V}_{j, 0}^{[k]}+\mathcal{V}_{j, 1}^{[k]}$ and $\mathcal{W}_{j}^{[k]}=\mathcal{W}_{j, 0}^{[k]}+\mathcal{W}_{j, 1}^{[k]}$ satisfy recursively defined integral representations as specified in Lemma 3, (5.9c) and (5.10c). Note that $\mathcal{V}_{j, 0}^{[k]}(t)=\mathscr{O}(1)$,

[^5]$\mathcal{W}_{j, 0}^{[k]}(t)=\mathscr{O}(1)$, and $\mathcal{V}_{j, 1}^{[k]}(t)=\mathscr{O}(t), \mathcal{V}_{j, 1}^{[k]}(t)=\mathscr{O}(t)$. We now write $\mathcal{S}^{[p]}$ in the form
\[

$$
\begin{align*}
\mathcal{S}^{[p]}= & \sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \prod_{j=1}^{s} \sum_{\ell_{j}=0}^{k_{j}}\binom{k_{j}}{\ell_{j}} \mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]} \mathcal{V}_{j}^{\left[\ell_{j}\right]} \\
= & \sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \prod_{j=1}^{s} \sum_{\ell_{j}=0}^{k_{j}}\binom{k_{j}}{\ell_{j}} \mathcal{W}_{j, 0}^{\left[k_{j}-\ell_{j}\right]} \mathcal{V}_{j, 0}^{\left[\ell_{j}\right]}  \tag{5.11a}\\
& +\sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \prod_{j=1}^{s} \sum_{\ell_{j}=0}^{k_{j}}\binom{k_{j}}{\ell_{j}} .  \tag{5.11b}\\
& \cdot\left(\mathcal{W}_{j, 0}^{\left[k_{j}-\ell_{j}\right]} \mathcal{V}_{j, 1}^{\left[\ell_{j}\right]}+\mathcal{W}_{j, 1}^{\left[k_{j}-\ell_{j}\right]} \mathcal{V}_{j, 0}^{\left[\ell_{j}\right]}+\mathcal{W}_{j, 1}^{\left[k_{j}-\ell_{j}\right]} \mathcal{V}_{j, 1}^{\left[\ell_{j}\right]}\right) .
\end{align*}
$$
\]

Here, the first sum (5.11a) equals $\mathcal{Q}=\mathcal{Q}(t)$, where

$$
\mathcal{Q}(t)=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \prod_{j=1}^{s} \sum_{\ell_{j}=0}^{k_{j}}\binom{k_{j}}{\ell_{j}} \mathcal{E}_{C_{j}}(t) \mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]}(0) \mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t) \mathcal{V}_{j}^{\left[\ell_{j}\right]}(0),
$$

and the second sum (5.11b) is $\mathscr{O}(t)$. Now assuming that the $p$-th order condition $\mathcal{S}^{[p]}(0)=0$ is also satisfied, we obtain

$$
\mathcal{S}^{[p]}(0)=\mathcal{Q}(0)=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \prod_{j=1}^{s} \sum_{\ell_{j}=0}^{k_{j}}\binom{k_{j}}{\ell_{j}} \mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]}(0) \mathcal{V}_{j}^{\left[\ell_{j}\right]}(0)=0 .
$$

Thus,

$$
\mathcal{Q}(t)=\mathcal{Q}(t)-\mathcal{Q}(0)=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p}\binom{p}{k} \prod_{j=1}^{s} \sum_{\ell_{j}=0}^{k_{j}}\binom{k_{j}}{\ell_{j}} \mathcal{R}_{k_{j}, \ell_{j}}(t)
$$

with

$$
\begin{aligned}
\mathcal{R}_{k_{j}, \ell_{j}}(t)= & \mathcal{E}_{C_{j}}(t) \mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]}(0) \mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t) \mathcal{V}_{j}^{\left[\ell_{j}\right]}(0)-\mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]}(0) \mathcal{V}_{j}^{\left[\ell_{j}\right]}(0) \\
= & \left(\mathcal{E}_{C_{j}}(t)-\mathcal{I}\right) \mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]}(0) \mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t) \mathcal{V}_{j}^{\left[\ell_{j}\right]}(0) \\
& +\mathcal{W}_{j}^{\left[k_{j}-\ell_{j}\right]}(0)\left(\mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t)-\mathcal{I}\right) \mathcal{V}_{j}^{\left.\ell_{j}\right]}(0) .
\end{aligned}
$$

Here,

$$
\begin{aligned}
\mathcal{E}_{C_{j}}(t)-\mathcal{I} & =\mathscr{O}(t) \\
\mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t)-\mathcal{I} & =\left(\mathcal{E}_{B_{j}}(t) \mathcal{E}_{A_{j}}(t)-\mathcal{E}_{A_{j}+B_{j}}(t)\right)+\left(\mathcal{E}_{A_{j}+B_{j}}(t)-\mathcal{I}\right)=\mathscr{O}(t) .
\end{aligned}
$$

Altogether, this shows $\mathcal{S}^{[p]}(t)=\mathscr{O}(t)$. The resulting representation for the local error cannot be expressed in an explicit way, but rather it is defined algorithmically by the process described above. We conclude:

Proposition 1 For a scheme of asymptotic order p, i.e., under assumption (2.9a), the local error $\mathcal{L}(t) u=\mathcal{S}(t) u-\mathcal{E}_{H}(t) u$ satisfies

$$
\mathcal{L}(t) u=\mathscr{O}\left(t^{p+1}\right),
$$

Here $\mathscr{O}\left(t^{p+1}\right)$ means $\mathcal{C}(t) \cdot t^{p+1}$, where $\mathcal{C}(t)$ is well-defined and bounded provided that all expressions occurring in the recursive representation of $\mathcal{L}(t)$ are well-defined and bounded when $\mathcal{L}(t)$ is applied to $u$.

In practical applications this implies certain regularity requirements on $u$, in particular due to the presence of the iterated commutators ( 2.8 b ) in the representation for $\mathcal{L}(t)$; see in particular Lemma 3 .

Remark 1 For the case of splitting into two operators (with $A=0$ ), we have $\mathcal{S}_{j}^{[k]} \equiv$ $\mathcal{W}_{j}^{[k]}$, and the results from [13] are obtained as a special case. For $B=0$ or $C=0$, an alternative local error representation, different from [13], is obtained.

The considered above suggest itself that the case of splitting into more that three operators can be treated in s similar way, e.g., for $H=H_{I}+H_{I I}+H_{I I I}+H_{I V}$, with $\mathcal{V}_{j}=\mathcal{E}_{H_{I I, j}} \mathcal{E}_{H_{I, j}}$ and $\mathcal{W}_{j}=\mathcal{E}_{H_{I V, j}} \mathcal{E}_{H_{I I I, j}}$, and an appropriately richer combinatorial structure. However, we refrain from going into more details to avoid abounding technicalities in this paper.

## 6 Defect-based a posteriori error estimators

For practical purposes, according to [13], we aim for an estimate of the local error $\mathcal{L}(t) u$ by a practically computable local error estimator $\mathcal{P}(t) u$. In principle, one may use the computable leading term in the Taylor expansion of $\mathcal{L}(t) u$,

$$
\mathcal{P}(t) u=\mathcal{L}_{0}(t) u=\frac{t^{p+1}}{(p+1)!} \frac{\mathrm{d}^{p+1}}{\mathrm{~d} t^{p+1}} \mathcal{L}(0) u,
$$

see (2.9b). However, this complex object (see for instance (3.7)) and can only be evaluated at a high effort. Therefore we follow the alternative approach which has been promoted in [13]. Consider the local error integral (2.12) and denote the integrand by $f(\tau)$ (for fixed $t$ ). For a scheme of order $p$ we have $f^{(0)}(0)=f^{(1)}(0)=\ldots=f^{(p-1)}(0)=0$. Via Taylor expansion, this suggests the approximation

$$
\begin{equation*}
\int_{0}^{t} f(\tau) \mathrm{d} \tau \approx \int_{0}^{t} \frac{\tau^{p}}{p!} f^{(p)}(0) \mathrm{d} \tau=\frac{t^{p+1}}{(p+1)!} f^{(p)}(0) \approx \frac{t}{p+1} f(t) \tag{6.1a}
\end{equation*}
$$

with an expected approximation error of order $\mathscr{O}\left(t^{p+2}\right)$. This can also be interpreted as an Hermite quadrature approximation to the integral over $f$, see [13].

Thus we consider the local error estimator

$$
\begin{equation*}
\mathcal{P}(t) u=\frac{t}{p+1} \mathcal{D}(t) u=\frac{t}{p+1}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \mathcal{S}(t)-H \mathcal{S}(t)\right) u \tag{6.1b}
\end{equation*}
$$

We refer to Section 7 for the practical, $t$-derivative-free evaluation of $\mathcal{D}(t) u$.
In the following we show that this estimator is indeed asymptotically correct, i.e., the deviation $\mathcal{P}(t) u-\mathcal{L}(t) u$ is one order higher than $\mathcal{L}(t) u$, see Proposition 2. To this end, a detailed representation of the deviation is deduced in several steps, where we suppress the argument $u$ for brevity.

Peano representation of the quadrature error We consider the local error integral (2.12), employing the notation from (4.7),

$$
\mathcal{L}(t)=\int_{0}^{t} \mathcal{F}(\tau ; t) \mathrm{d} \tau, \quad \text { with integrand } \quad \mathcal{F}(\tau ; t)=\mathcal{E}_{H}(t-\tau) \mathcal{S}^{[1]}(\tau)
$$

The ( $p+1$ )-st order Peano representation for the quadrature error reads

$$
\begin{equation*}
\mathcal{P}(t)-\mathcal{L}(t)=\int_{0}^{t} K_{p+1}(\tau ; t) \frac{\partial^{p+1}}{\partial \tau^{p+1}} \mathcal{F}(\tau ; t) \mathrm{d} \tau, \tag{6.2a}
\end{equation*}
$$

with kernel

$$
\begin{equation*}
K_{p+1}(\tau ; t)=\frac{\tau(t-\tau)^{p}}{(p+1)!} . \tag{6.2b}
\end{equation*}
$$

Integrating by parts we obtain the $p$-th order Peano representation

$$
\begin{equation*}
\mathcal{P}(t)-\mathcal{L}(t)=\int_{0}^{t} K_{p}(\tau ; t) \frac{\partial^{p}}{\partial \tau^{p}} \mathcal{F}(\tau ; t) \mathrm{d} \tau \tag{6.3a}
\end{equation*}
$$

with kernel

$$
\begin{equation*}
K_{p}(\tau ; t)=\frac{(t-(p+1) \tau)(t-\tau)^{p-1}}{(p+1)!}, \quad \int_{0}^{t} K_{p}(\tau ; t) \mathrm{d} \tau=0 . \tag{6.3b}
\end{equation*}
$$

Estimation of the quadrature error The analysis comprises three steps.
(i) Making use of (5.3b) yields

$$
\begin{equation*}
\mathcal{P}(t)-\mathcal{L}(t)=\int_{0}^{t} K_{p}(\tau ; t) \mathcal{E}_{H}(t-\tau) \mathcal{S}^{[p+1]}(\tau) \mathrm{d} \tau \tag{6.4a}
\end{equation*}
$$

which can be rewritten as (see (6.3b))

$$
\begin{align*}
\mathcal{P}(t)-\mathcal{L}(t)= & \underbrace{\int_{0}^{t} K_{p}(\tau ; t) \mathrm{d} \tau}_{=0} \cdot \mathcal{E}_{H}(t) \mathcal{S}^{[p+1]}(0)  \tag{6.4b}\\
& +\int_{0}^{t} K_{p}(\tau ; t) \mathcal{E}_{H}(t-\tau)\left(\mathcal{S}^{[p+1]}(\tau)-\mathcal{E}_{H}(\tau) \mathcal{S}^{[p+1]}(0)\right) \mathrm{d} \tau
\end{align*}
$$

Since $K_{p}(\tau ; t)=\mathscr{O}\left(\tau^{p}\right)$ for $0 \leq \tau \leq t$, it remains to be shown that

$$
\begin{equation*}
\mathcal{S}^{[p+1]}(t)-\mathcal{E}_{H}(t) \mathcal{S}^{[p+1]}(0)=\mathscr{O}(t) \tag{6.5}
\end{equation*}
$$

(ii) For a method of order $p, \mathcal{S}^{[p+1]}(0)$ is a linear combination of iterated commutators involving the operators $A, B, C$ (see [9]). It also satisfies

$$
\begin{equation*}
\mathcal{S}^{[p+1]}(0)=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p+1}\binom{p+1}{k} \mathcal{S}_{s}^{\left[k_{s}\right]}(0) \cdots \mathcal{S}_{1}^{\left[k_{1}\right]}(0), \tag{6.6a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{S}_{j}^{[k]}(0)=\sum_{\ell=0}^{k}\binom{k}{\ell} \mathcal{W}_{j}^{[k-\ell]}(0) \mathcal{V}_{j}^{[\ell]}(0), \quad k \geq 0, \quad j \in\{1, \ldots, s\} \tag{6.6b}
\end{equation*}
$$

with $\mathcal{V}_{j}^{[\ell]}$ and $\mathcal{W}_{j}^{[\ell]}$ defined by (5.7); see Lemma 1 and Lemma 2. Consider the auxiliary quantity

$$
\begin{equation*}
\widetilde{\mathcal{S}}^{[p+1]}(t)=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p+1}\binom{p+1}{k} \widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]}(t) \cdots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}(t), \tag{6.7a}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{\mathcal{S}}_{j}^{[k]}=\sum_{\ell=0}^{k}\binom{k}{\ell} \widetilde{\mathcal{W}}_{j}^{[k-\ell]} \widetilde{\mathcal{V}}_{j}^{[\ell]}, \quad k \geq 0, \quad j \in\{1, \ldots, s\}, \tag{6.7b}
\end{equation*}
$$

where $\widetilde{\mathcal{V}}_{j}^{[k]}$ and $\widetilde{\mathcal{W}}_{j}^{[k-\ell]}$ are the $\mathscr{O}(1)$ contributions to $\mathcal{V}_{j}^{[k]}$ and $\mathcal{W}_{j}^{[k-\ell]}$, respectively (see (5.9c)(5.10c)), i.e.,

$$
\begin{align*}
\widetilde{\mathcal{V}}_{j}^{[k]}(t) & =\mathcal{V}_{j, 0}^{[k]}(t)=\mathcal{E}_{A_{j}}(t) \mathcal{V}_{j}^{[k]}(0)  \tag{6.7c}\\
\widetilde{\mathcal{W}}_{j}^{[k]}(t) & =\mathcal{W}_{j, 0}^{[k]}(t)=\mathcal{E}_{C_{j}}(t) \mathcal{W}_{j}^{[k]}(0) \mathcal{E}_{B_{j}}(t),
\end{align*}
$$

satisfying

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \widetilde{\mathcal{V}}_{j}^{[k]}=A_{j} \widetilde{\mathcal{V}}_{j}^{[k]}, \quad \text { i.e., } \quad \rho_{j}\left(\widetilde{\mathcal{V}}_{j}^{[k]}\right)=0, \\
& \frac{\mathrm{~d}}{\mathrm{~d} t} \widetilde{\mathcal{W}}_{j}^{[k]}=\widetilde{\mathcal{W}}_{j}^{[k]} B_{j}+C_{j} \widetilde{\mathcal{W}}_{j}^{[k]}, \quad \text { i.e., } \quad \sigma_{j}\left(\widetilde{\mathcal{W}}_{j}^{[k]}\right)=0 . \tag{6.7d}
\end{align*}
$$

In the current step (ii) the aim is to estimate the difference $\widetilde{\mathcal{S}}^{[p+1]}(t)-\mathcal{E}_{H}(t) \mathcal{S}^{[p+1]}(0)$. To this end we note that the $\widetilde{\mathcal{S}}_{j}^{[k]}$ from (6.7b) have a structure identical to the $\mathcal{S}_{j}^{[k]}$ (see Lemma 2), with $\mathcal{V}_{j}^{[k]} \mathcal{W}_{j}^{[k-\ell]}$ replaced by $\widetilde{\mathcal{V}}_{j}^{[k]} \widetilde{\mathcal{W}}_{j}^{[k-\ell]}$. The terms in the sum (6.7a),

$$
\begin{equation*}
\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]}(t) \cdots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}(t) \tag{6.8a}
\end{equation*}
$$

are splitting analogues of

$$
\begin{equation*}
\mathcal{E}_{H}(t) \mathcal{S}_{s}^{\left[k_{s}\right]}(0) \cdots \mathcal{S}_{1}^{\left[k_{1}\right]}(0) \tag{6.8b}
\end{equation*}
$$

and (6.8a), (6.8b) have identical initial values $\mathcal{S}_{s}^{\left[k_{s}\right]}(0) \cdots \mathcal{S}_{1}^{\left[k_{1}\right]}(0)$. In order to estimate the difference between (6.8a) and (6.8b) for $t>0$ we compute, analogously as in Section 5.2,

$$
\begin{aligned}
\delta\left(\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \ldots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}\right) & =\frac{\mathrm{d}}{\mathrm{~d} t}\left(\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \ldots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}\right)-H \cdot \widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \ldots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]} \\
& =\sum_{\ell \in \mathbb{N}_{0}^{s},|\ell|=1} \widetilde{\mathcal{S}}_{s}^{\left[k_{s} ; \ell_{s}\right]} \ldots \widetilde{\mathcal{S}}_{1}^{\left[k_{1} ; \ell_{1}\right]},
\end{aligned}
$$

with $\widetilde{\mathcal{S}}_{j}^{[k ; 0]}=\widetilde{\mathcal{S}}_{j}^{[k]}$ from (6.7b) and where, by a routine calculation as in the proof of Lemma 2,

$$
\begin{aligned}
\widetilde{\mathcal{S}}_{j}^{[k ; 1]} & =\left[\widetilde{\mathcal{S}}_{j}^{[k]}, \underline{H}_{j}\right]+\delta_{j}\left(\widetilde{\mathcal{S}}_{j}^{[k]}\right) \\
& =\sum_{\ell=0}^{k}\binom{k}{\ell}\left(\widetilde{\mathcal{W}}_{j}^{[k-\ell]}\left[\widetilde{\mathcal{V}}_{j}^{[\ell]}, \underline{H}_{j}\right]+\left[\widetilde{\mathcal{W}}_{j}^{[k-\ell]}, \underline{H}_{j}+D_{j}\right] \widetilde{\mathcal{V}}_{j}^{[\ell]}\right) .
\end{aligned}
$$

Due to Lemma 4 and Lemma 5 (A), the terms $\left[\widetilde{\mathcal{V}}_{j}^{[\ell]}, \underline{H}_{j}\right]$ and $\left[\widetilde{\mathcal{W}}_{j}^{[k-\ell]}, \underline{H}_{j}+D_{j}\right]$ are solutions to the evolution equations

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{dt}}\left[\tilde{\mathcal{V}}_{j}^{[\ell]}, \underline{H}_{j}\right]=A_{j}\left[\widetilde{\mathcal{V}}_{j}^{[\ell]}, \underline{H}_{j}\right]+A_{j}^{[1]} \tilde{\mathcal{V}}_{j}^{[\ell]} \\
\widetilde{\mathcal{V}}_{j}^{[\ell]}(0)=\mathcal{V}_{j}^{[\ell]}(0),
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\widetilde{\mathcal{W}}_{j}^{[k-\ell]}, \underline{H}_{j}+D_{j}\right]=\left[\widetilde{\mathcal{W}}_{j}^{[k-\ell]}, \underline{H}_{j}+D_{j}\right] B_{j}+C_{j}\left[\widetilde{\mathcal{W}}_{j}^{[k-\ell]}, \underline{H}_{j}+D_{j}\right] \\
\\
\quad+\widetilde{\mathcal{W}}_{j}^{[k-\ell]} B_{j}^{[1]}+C_{j}^{[1]} \widetilde{\mathcal{W}}_{j}^{[k-\ell]} \\
\widetilde{\mathcal{W}}_{j}^{[\ell]}(0)=\mathcal{W}_{j}^{[\ell]}(0),
\end{array}
\end{array}\right.
$$

with corresponding integral representations. Collecting all these preliminary considerations we obtain

$$
\left.\delta\left(\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \cdots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}\right)-\mathcal{E}_{H}(t) \mathcal{S}_{s}^{\left[k_{s}\right]}(0) \cdots \mathcal{S}_{1}^{\left[k_{1}\right]}(0)\right)=\mathscr{O}(1)
$$

with homogeneous initial condition. Consequently, the difference between (6.8a) and (6.8b) satisfies

$$
\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]}(t) \cdots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}(t)-\mathcal{E}_{H}(t) \mathcal{S}_{s}^{\left[k_{s}\right]}(0) \cdots \mathcal{S}_{1}^{\left[k_{1}\right]}(0)=\mathscr{O}(t)
$$

and summing up we obtain

$$
\begin{equation*}
\widetilde{\mathcal{S}}^{[p+1]}(t)-\mathcal{E}_{H}(t) \mathcal{S}^{[p+1]}(0)=\mathscr{O}(t) \tag{6.9a}
\end{equation*}
$$

(iii) Splitting the term (6.5) to be estimated into
$\mathcal{S}^{[p+1]}(t)-\mathcal{E}_{H}(t) \mathcal{S}^{[p+1]}(0)=\left(\mathcal{S}^{[p+1]}(t)-\widetilde{\mathcal{S}}^{[p+1]}(t)\right)+\left(\widetilde{\mathcal{S}}^{[p+1]}(t)-\mathcal{E}_{H}(t) \mathcal{S}^{[p+1]}(0)\right)$,
it remains to study

$$
\mathcal{S}^{[p+1]}-\widetilde{\mathcal{S}}^{[p+1]}=\sum_{k \in \mathbb{N}_{0}^{s},|k|=p+1}\binom{p+1}{k}\left(\mathcal{S}_{s}^{\left[k_{s}\right]} \ldots \mathcal{S}_{1}^{\left[k_{1}\right]}-\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \ldots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}\right) .
$$

The terms (differences of products) under the sum can be written as

$$
\begin{aligned}
\mathcal{S}_{s}^{\left[k_{s}\right]} \ldots \mathcal{S}_{1}^{\left[k_{1}\right]}-\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \ldots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}= & \left(\mathcal{S}_{s}^{\left[k_{s}\right]}-\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]}\right) \mathcal{S}_{s-1}^{\left[k_{s-1}\right]} \cdots \mathcal{S}_{1}^{\left[k_{1}\right]} \\
& +\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]}\left(\mathcal{S}_{s-1}^{\left[k_{s-1}\right]}-\widetilde{\mathcal{S}}_{s-1}^{\left[k_{s-1}\right]}\right) \mathcal{S}_{s-2}^{\left[k_{s-2}\right]} \cdots \mathcal{S}_{1}^{\left[k_{1}\right]} \\
& +\cdots \\
& +\widetilde{\mathcal{S}}_{s}^{\left[k_{s}\right]} \cdots \widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}\left(\mathcal{S}_{1}^{\left[k_{1}\right]}-\widetilde{\mathcal{S}}_{1}^{\left[k_{1}\right]}\right) .
\end{aligned}
$$

From Lemma 2,

$$
\mathcal{S}_{j}^{[k]}=\sum_{\ell=0}^{k}\binom{k}{\ell} \mathcal{W}_{j}^{[k-\ell]} \mathcal{V}_{j}^{[\ell]}=\mathscr{O}(1)
$$

and from (6.7b),

$$
\widetilde{\mathcal{S}}_{j}^{[k]}=\sum_{\ell=0}^{k}\binom{k}{\ell} \widetilde{\mathcal{W}}_{j}^{[k-\ell]} \widetilde{\mathcal{V}}_{j}^{[\ell]}=\mathscr{O}(1)
$$

Furthermore,

$$
\mathcal{S}_{j}^{[k]}-\widetilde{\mathcal{S}}_{j}^{[k]}=\sum_{\ell=0}^{k}\binom{k}{\ell}\left(\mathcal{W}_{j}^{[k-\ell]} \mathcal{V}_{j}^{[\ell]}-\widetilde{\mathcal{W}}_{j}^{[k-\ell]} \widetilde{\mathcal{V}}_{j}^{[\ell]}\right)
$$

with

$$
\begin{aligned}
& \mathcal{W}_{j}^{[k-\ell]} \mathcal{V}_{j}^{[\ell]}-\widetilde{\mathcal{W}}_{j}^{[k-\ell]} \widetilde{\mathcal{V}}_{j}^{[\ell]} \\
& =\mathcal{W}_{j}^{[k-\ell]}\left(\mathcal{V}_{j}^{[\ell]}-\widetilde{\mathcal{V}}_{j}^{[\ell]}\right)+\left(\mathcal{W}_{j}^{[k-\ell]}-\widetilde{\mathcal{W}}_{j}^{[k-\ell]}\right) \widetilde{\mathcal{V}}_{j}^{[\ell]}=\mathscr{O}(t)
\end{aligned}
$$

because

$$
\mathcal{V}_{j}^{[\ell]}(t)-\widetilde{\mathcal{V}}_{j}^{[\ell]}(t)=\int_{0}^{t} \mathcal{E}_{A_{j}}(t-\tau) \rho_{j}\left(\mathcal{V}_{j}^{[k]}\right)(\tau) \mathrm{d} \tau=\mathscr{O}(t)
$$

(see $(5.9 \mathrm{c}),(6.7 \mathrm{c}))$, and

$$
\mathcal{W}_{j}^{[k-\ell]}(t)-\widetilde{\mathcal{W}}_{j}^{[k-\ell]}(t)=\int_{0}^{t} \mathcal{E}_{C_{j}}(t-\tau) \sigma_{j}\left(\mathcal{W}_{j}^{[k]}\right)(\tau) \mathcal{E}_{B_{j}}(t-\tau) \mathrm{d} \tau=\mathscr{O}(t)
$$

(see (5.10c), (6.7c)).
From these preliminary considerations we obtain

$$
\begin{equation*}
\mathcal{S}^{[p+1]}(t)-\widetilde{\mathcal{S}}^{[p+1]}(t)=\mathscr{O}(t) \tag{6.9b}
\end{equation*}
$$

Altogether, (6.9a) and (6.9b) imply (6.5). Thus we have established the following result:

## Proposition 2

$$
\mathcal{P}(t) u-\mathcal{L}(t) u=\mathscr{O}\left(t^{p+2}\right)
$$

that is, the local error estimate (6.1b) is asymptotically correct.

## 7 Practical realization, extension to nonlinear equations

As before, it is convenient to consider the time interval $[0, t]$ with stepsize $t>0$. The extension to an arbitrary integration step $t \mapsto t+\Delta t$ with stepsize $\Delta t>0$ is straightforward.

### 7.1 Practical evaluation of the defect

For the practical implementation of our error estimators, the defect can be evaluated by a Horner-type scheme, which we illustrate for the case $s=3$, using the notation from Section 5 and recalling the definition of $\mathcal{V}_{j}, \mathcal{W}_{j}$, see (2.2):

$$
\begin{aligned}
\mathcal{D}:= & \mathcal{S}^{[1]}=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1}\right)-H \mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1} \\
= & \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}_{3} \cdot \mathcal{S}_{2} \cdot \mathcal{S}_{1}+\mathcal{S}_{3} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t} \mathcal{S}_{2} \cdot \mathcal{S}_{1}+\mathcal{S}_{3} \cdot \mathcal{S}_{2} \cdot \frac{\mathrm{~d}}{\mathrm{~d} t} \mathcal{S}_{1}-H \mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1} \\
= & \left(\mathcal{W}_{3} D_{3} \mathcal{V}_{3}+C_{3} \mathcal{S}_{3}\right) \mathcal{S}_{2} \mathcal{S}_{1} \\
& +\mathcal{W}_{3} \mathcal{V}_{3}\left(\left(\mathcal{W}_{2} D_{2} \mathcal{V}_{2}+C_{2} \mathcal{S}_{2}\right) \mathcal{S}_{1}+\mathcal{W}_{2} \mathcal{V}_{2}\left(\mathcal{W}_{1} D_{1} \mathcal{V}_{1}+C_{1} \mathcal{S}_{1}\right)\right) \\
& -\left(H-C_{3}+C_{3} \mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1}\right.
\end{aligned}
$$

resulting in

$$
\begin{align*}
\mathcal{D}= & \mathcal{W}_{3}\left\{D_{3} \mathcal{V}_{3} \mathcal{S}_{2} \mathcal{S}_{1}+\mathcal{V}_{3}\left\{C_{2} \mathcal{S}_{2} \mathcal{S}_{1}+\mathcal{W}_{2}\left\{D_{2} \mathcal{V}_{2} \mathcal{S}_{1}+\mathcal{V}_{2}\left\{C_{1} \mathcal{S}_{1}+\mathcal{W}_{1} D_{1} \mathcal{V}_{1}\right\}\right\}\right\}\right\} \\
& -\left(H-C_{3}\right) \mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1} \tag{7.1}
\end{align*}
$$

Computationally it is advantageous to evaluate (7.1) in parallel to the evaluation of $\mathcal{S}=\mathcal{S}_{3} \mathcal{S}_{2} \mathcal{S}_{1}$. A closer investigation shows that for such an evaluation of $\mathcal{S} u$ and $\mathcal{D} u$, storage for 5 vectors is required (where each intermediate result which is not required further is overwritten). The pattern is similar as for the AB case. The computational cost is thus the following:

- Su requires evaluation of $3 s$ exponentials.
$-\mathcal{D} u$ requires evaluation of $\approx 3 s$ exponentials and $\approx 3 s$ operators.
For practical schemes, in particular in the symmetric case, the number of evaluations is significantly lower due to a number of vanishing coefficients.


### 7.2 The nonlinear case

Consider a nonlinear evolution equation

$$
\left\{\begin{array}{l}
u^{\prime}=H(u)=A(u)+B(u)+C(u), \quad t \geq 0  \tag{7.2}\\
\mathrm{u}(0) \text { given, }
\end{array}\right.
$$

and corresponding (sub-)flows $\mathcal{E}_{H}(t, u)$ and $\mathcal{E}_{A}(t, u), \mathcal{E}_{B}(t, u), \mathcal{E}_{C}(t, u)$. For the case $s=3$, for instance, a step of an $s$-stage splitting method takes the form

$$
\begin{align*}
& u_{1}=\mathcal{E}_{A}\left(a_{1} t, u\right), \quad v_{1}=\mathcal{E}_{B}\left(b_{1} t, u_{1}\right), \quad w_{1}=\mathcal{E}_{C}\left(c_{1} t, v_{1}\right)=\mathcal{S}_{1}(t, u), \\
& u_{2}=\mathcal{E}_{A}\left(a_{2} t, w_{1}\right), \quad v_{2}=\mathcal{E}_{B}\left(b_{2} t, u_{2}\right), \quad w_{2}=\mathcal{E}_{C}\left(c_{2} t, v_{2}\right)=\mathcal{S}_{2}\left(t, w_{1}\right), \\
& u_{3}=\mathcal{E}_{A}\left(a_{3} t, w_{2}\right), \quad v_{3}=\mathcal{E}_{B}\left(b_{3} t, u_{3}\right), \quad w_{3}=\mathcal{E}_{C}\left(c_{3} t, v_{3}\right)=\mathcal{S}_{3}\left(t, w_{2}\right), \\
& \mathcal{S}(t, u)=w_{3}=\mathcal{S}_{3}\left(t, \mathcal{S}_{2}\left(t, \mathcal{S}_{1}(t, u)\right)\right), \tag{7.3}
\end{align*}
$$

with local error

$$
\begin{equation*}
\mathcal{L}(t, u)=\mathcal{S}(t, u)-\mathcal{E}_{H}(t, u) . \tag{7.4a}
\end{equation*}
$$

The nonlinear analogue of the local error respresentation (2.12) is obtained via the nonlinear variation-of-constants formula

$$
\begin{equation*}
\mathcal{L}(t, u)=\int_{0}^{t} \partial_{2} \mathcal{E}_{H}(t-\tau, \mathcal{S}(\tau, u)) \cdot \mathcal{D}(\tau, u) \mathrm{d} \tau, \tag{7.4b}
\end{equation*}
$$

with the defect

$$
\begin{equation*}
\mathcal{D}(t, u)=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}(t, u)-H(\mathcal{S}(t, u)) . \tag{7.4c}
\end{equation*}
$$

A defect-based local error estimate is defined in a way completely analogous to (6.1b),

$$
\begin{equation*}
\mathcal{P}(t) u=\frac{t}{p+1} \mathcal{D}(t) u \tag{7.5}
\end{equation*}
$$

For a detailed analysis for the nonlinear case in a simpler setting (splitting into two operators and low order methods) we refer to [11]. Here we illustrate the algorithmic evaluation of $\mathcal{D}(t, u)$ for the case $s=3$, with obvious generalization to general $s$-stage schemes. To this end, as for the linear case, we rewrite the defect in a way such no
derivatives w.r.t. $t$ appear. However, evaluation of the Fréchet derivatives of nonlinear subflows with respect to initial values are required.

With $u_{j}=u_{j}(t), v_{j}=v_{j}(t), w_{j}=w_{j}(t)$ we have

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}(t, u)=\frac{\mathrm{d}}{\mathrm{~d} t} w_{3}(t) & =\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{C}\left(c_{3} t, v_{3}(t)\right) \\
& =\frac{\partial}{\partial t} \mathcal{E}_{C}\left(c_{3} t, v_{3}(t)\right)+\partial_{2} \mathcal{E}_{C}\left(c_{3} t, v_{3}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} v_{3}(t) \\
& =c_{3} C\left(w_{3}(t)\right)+\partial_{2} \mathcal{E}_{C}\left(c_{3} t, v_{3}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} v_{3}(t) .
\end{aligned}
$$

We recall the fundamental identity ${ }^{6}$ [11]

$$
\begin{equation*}
\partial_{2} \mathcal{E}_{F}(t, v) \cdot F(v)=F\left(\mathcal{E}_{F}(t, v)\right) . \tag{7.6}
\end{equation*}
$$

Resorting to (7.6) for $F=B$, we obtain

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} v_{3}(t) & =\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right) \\
& =\frac{\partial}{\partial t} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right)+\partial_{2} \mathcal{E}_{B}\left(b_{3} u_{3}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} u_{3}(t) \\
& =b_{3} B\left(u_{3}(t)\right)+\partial_{2} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} u_{3}(t) \\
& =b_{3} \partial_{2} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right) \cdot B\left(u_{3}(t)\right)+\partial_{2} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} u_{3}(t) \\
& =\partial_{2} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right) \cdot\left\{b_{3} B\left(u_{3}(t)\right)+\frac{\mathrm{d}}{\mathrm{~d} t} u_{3}(t)\right\},
\end{aligned}
$$

and similarly for $F=A$,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} u_{3}(t) & =\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right) \\
& =\frac{\partial}{\partial t} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right)+\partial_{2} \mathcal{E}_{A}\left(a_{3} w_{2}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} w_{2}(t) \\
& =a_{3} A\left(u_{3}(t)\right)+\partial_{2} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} w_{2}(t) \\
& =a_{3} \partial_{2} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right) \cdot A\left(w_{2}(t)\right)+\partial_{2} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right) \cdot \frac{\mathrm{d}}{\mathrm{~d} t} w_{2}(t) \\
& =\partial_{2} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right) \cdot\left\{a_{3} A\left(w_{2}(t)\right)+\frac{\mathrm{d}}{\mathrm{~d} t} w_{2}(t)\right\} .
\end{aligned}
$$

This implies

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{S}(t, u)= & c_{3} \\
+ & C\left(w_{3}(t)\right) \\
+ & \partial_{2} \mathcal{E}_{C}\left(c_{3} t, v_{3}(t)\right) \cdot \partial_{2} \mathcal{E}_{B}\left(b_{3} t, u_{3}(t)\right) \\
& \cdot\left\{b_{3} B\left(u_{3}(t)\right)+\partial_{2} \mathcal{E}_{A}\left(a_{3} t, w_{2}(t)\right) \cdot\left\{a_{3} A\left(w_{2}(t)\right)+\frac{\mathrm{d}}{\mathrm{~d} t} w_{2}(t)\right\}\right\} .
\end{aligned}
$$

Systematically continuing this expansion leads to a Horner-type representation of $\frac{\mathrm{d}}{\mathrm{d} t} \mathcal{S}(t, u)$, which eventually results into

$$
\begin{align*}
& \mathcal{D}(t, u)=\partial_{2} \mathcal{E}_{C}\left(c_{3} t, v_{3}\right) \cdot \partial_{2} \mathcal{E}_{B}\left(b_{3} t, u_{3}\right) \cdot  \tag{7.7}\\
& \cdot\left\{b_{3} B\left(u_{3}\right)+\partial_{2} \mathcal{E}_{A}\left(a_{3} t, w_{2}\right) \cdot\right. \\
& \cdot\left\{a_{3} A\left(w_{2}\right)+c_{2} C\left(w_{2}\right)+\right. \\
&+ \partial_{2} \mathcal{E}_{C}\left(c_{2} t, v_{2}\right) \cdot \partial_{2} \mathcal{E}_{B}\left(b_{2} t, u_{2}\right) \cdot \\
& \cdot\left\{b_{2} B\left(u_{2}\right)+\partial_{2} \mathcal{E}_{A}\left(a_{2} t, w_{1}\right) \cdot\right. \\
& \cdot\left\{a_{2} A\left(w_{1}\right)+c_{1} C\left(w_{1}\right)+\right. \\
&+\partial_{2} \mathcal{E}_{C}\left(c_{1} t, v_{1}\right) \cdot \partial_{2} \mathcal{E}_{B}\left(b_{1} t, u_{1}\right) \cdot \\
&\left.\left.\left.\left.\cdot\left\{b_{1} B\left(u_{1}\right)+\partial_{2} \mathcal{E}_{A}\left(a_{1} t, u\right) \cdot a_{1} A(u)\right\}\right\}\right\}\right\}\right\} \\
&-A\left(w_{3}\right)-B\left(w_{3}\right)-\left(1-c_{3}\right) C\left(w_{3}\right),
\end{align*}
$$

[^6]which is the nonlinear version of (7.1). For details on the concrete computational realization, we refer to the numerical examples given next.

## 8 Numerical examples

In the following, we confirm asymptotical correctness of our a posteriori local error estimators based on (7.5) associated with different splitting methods of when applied to nonlinear evolution equations. We consider test problems of Schrödinger and of parabolic type, where splitting into three operators permits a considerable reduction in the complexity of the subproblems to be solved, which results from freezing either the time variable or a solution component. Evaluation of the defect $\mathcal{D}(t, u)$ is performed according to (7.7). Furthermore, for non-autonomous problems as (8.1), employing a standard reformulation as an autonomous system allows to apply the general framework. We note that qualitatively the same numerical results are obtained for appropriately simplified linear test problems.

Schrödinger equation We consider the Gross-Pitaevskii equation $[16,17]$ in one space dimension under a harmonic potential with $\vartheta=1$,

$$
\begin{align*}
\mathrm{i} \partial_{t} \psi(x, t)=- & \frac{1}{2} \partial_{x x} \psi(x, t)+\frac{1}{2} x^{2} \psi(x, t) \\
& +\vartheta|\psi(x, t)|^{2} \psi(x, t)+r(x, t), \quad(x, t) \in(-8,8) \times(0,1) \tag{8.1}
\end{align*}
$$

the additional inhomogeneity $r$ is chosen such that the true solution is given by the ground state solution of the linear Schrödinger equation $(\vartheta=0)$. The structure of this partial differential equation suggests a splitting into three parts. In view of (7.7), we specify the subproblems and indicate the computation of the corresponding Fréchet derivatives of the evolution operators with respect to initial values.

Part A. The first part is given by the Laplace operator. Due to the linearity of the subproblem, the evolution operator $\mathcal{E}_{A}$ and the Fréchet derivative $\partial_{2} \mathcal{E}_{A}$ coincide.
Part B. The second part is defined by potential and the nonlinearity. The exact solution to this subproblem is given by

$$
\begin{equation*}
\left(\mathcal{E}_{B}(t, u)\right)(x)=\mathrm{e}^{-\mathrm{i} t\left(\frac{1}{2} x^{2}+\vartheta|u(x)|^{2}\right)} u(x), \tag{8.2}
\end{equation*}
$$

which also allows a straightforward computation of the Fréchet derivative $\partial_{2} \mathcal{E}_{B}$.
Part C. The third part involves the inhomogeneity $r(x, t)$. In order to cast this subproblem into our general framework, we use a standard reformulation as autonomous system

$$
\begin{equation*}
\partial_{t}\binom{\psi(x, t)}{t}=\binom{r(x, t)}{1} . \tag{8.3}
\end{equation*}
$$

In this example, the integration can be performed exactly. For each substep of length $\Delta t$, starting at time $t$, evalutation of the associated Fréchet derivative $\partial_{2} \mathcal{E}_{C}$ amounts to multiplication by

$$
\left(\begin{array}{cc}
1 & r(x, t+\Delta t)-r(x, t)  \tag{8.4}\\
0 & 1
\end{array}\right) .
$$

For space discretization, we use Fast Fourier techniques with $M=100$ grid points. For time discretization, we apply the first-order Lie-Trotter splitting method ( $p=1$ ), the second-order Strang splitting method $(p=2)$, a three-stage third-order splitting method involving real coefficients ( $p=3$ ), and a fourth-order splitting method ( $p=4$ ) obtained by composition according to Yoshida [14].

Diffusion-reaction system We study the Gray-Scott equations $[18,19]$ in a single space dimension

$$
\left.\begin{array}{c}
\left\{\begin{array}{l}
\partial_{t} u(x, t)=\left(d_{u} \partial_{x x}-c_{u}\right) u(x, t)+c_{u}-u(x, t)(v(x, t))^{2}, \\
\partial_{t} v(x, t)=\left(d_{v} \partial_{x x}-c_{v}\right) v(x, t)+u(x, t)(v(x, t))^{2}
\end{array}\right.  \tag{8.5}\\
d_{u}=0.001, \quad d_{v}=0.0001, \quad c_{u}=0.04, \quad c_{v}=0.1,
\end{array}\right\}
$$

subject to periodic boundary conditions. We make use of the fact that a splitting of the nonlinear part, acting pointwise in the spatial variable, into a pair of simple nonlinear ordinary differential equations

$$
\left\{\begin{array} { l } 
{ \partial _ { t } u ( x , t ) = - u ( x , t ) ( v ( x , t ) ) ^ { 2 } , }  \tag{8.6}\\
{ \partial _ { t } v ( x , t ) = 0 , }
\end{array} \quad \left\{\begin{array}{l}
\partial_{t} u(x, t)=0 \\
\partial_{t} v(x, t)=u(x, t)(v(x, t))^{2}
\end{array}\right.\right.
$$

permits to determine the exact solutions to these subproblems as well as their Fréchet derivatives with respect to initial values in an easy manner. For space discretization, we use a Fourier spectral method at $M=512$ grid points. For time discretization, we apply the first-order Lie-Trotter splitting method ( $p=1$ ), the second-order Strang splitting method ( $p=2$ ), a four-stage third-order splitting methods involving complex coefficients ( $p=3$ ), and a fourth-order splitting method involving complex coefficients, obtained in analogy to Yoshida's scheme $(p=4)$.

In Figures 1 and 2 the global errors versus the constant time stepsizes are displayed. In addition, the global errors of the numerical approximations obtained through a correction of $\mathcal{S}$ according to

$$
\mathcal{S}-\mathcal{P}
$$

in each time step are included; as usual, $\mathcal{S}$ denotes the splitting approximation of order $p$ and $\mathcal{P}$ the a posteriori local error estimator. The numerical results show that the improved approximation is of global order $p+1$, which confirms asymptotical correctness of the a posteriori local error estimator.


Fig. 1 Time integration of Gross-Pitaevskii equation (8.1). Global errors versus time stepsizes of different splitting methods (left) and associated corrected approximations (right).


Fig. 2 Time integration of Gray-Scott equations (8.5). Global errors versus time stepsizes of different splitting methods (left) and associated corrected approximations (right). First (first row) and second (second row) component of the solution.

## A Auxiliary identities and results

The commutator

$$
\begin{equation*}
[X, Y]=X Y-Y X \tag{A.1}
\end{equation*}
$$

satisfies the following fundamental identities:

$$
\begin{align*}
{[X Y, Z] } & =X[Y, Z]+[X, Z] Y  \tag{A.2a}\\
0 & =[[X, Y], Z]+[[Y, Z], X]+[[Z, X], Y] \quad \text { (Jacobi identity) } \tag{A.2b}
\end{align*}
$$

Lemma 4 Let $A, K$ denote operators not depending on $t$ and $\mathcal{G}=\mathcal{G}(t)$ a time-dependent inhomogeneity. Assume that $\mathcal{X}$ is the solution of the initial value problem

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}=A \mathcal{X}+\mathcal{G},  \tag{A.3}\\
\mathcal{X}(0) \text { given } .
\end{array}\right.
$$

Then the commutator $\mathcal{Y}:=[\mathcal{X}, K]$ satisfies the initial value problem

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{Y}=A \mathcal{Y}+[A, K] \mathcal{X}+[\mathcal{G}, K]  \tag{A.4}\\
\mathcal{Y}(0)=[\mathcal{X}(0), K]
\end{array}\right.
$$

Proof We differentiate using identity (A.2a):

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}[\mathcal{X}, K]=\left[\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}, K\right] & =[A \mathcal{X}, K]+[\mathcal{G}, K] \\
& =A[\mathcal{X}, K]+[A, K] \mathcal{X}+[\mathcal{G}, K]
\end{aligned}
$$

which completes the proof.
Lemma 5 [13, Lemma 1]. Let B, $C, K$ denote operators not depending on $t$ and $\mathcal{G}=\mathcal{G}(t)$ a time-dependent inhomogeneity. Consider the inhomogeneous Sylvester equation

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}=\mathcal{X} B+C \mathcal{X}+\mathcal{G},  \tag{A.5}\\
\mathcal{X}(0) \text { given } .
\end{array}\right.
$$

(i) The initial value problem (A.5) admits the solution representation

$$
\begin{equation*}
\mathcal{X}(t)=\mathcal{E}_{C}(t) \mathcal{X}(0) \mathcal{E}_{B}(t)+\int_{0}^{t} \mathcal{E}_{C}(t-\tau) \mathcal{G}(\tau) \mathcal{E}_{B}(t-\tau) \mathrm{d} \tau \tag{A.6}
\end{equation*}
$$

(ii) Provided that $\mathcal{X}$ satisfies the Sylvester equation (A.5), the time-dependent operators $\mathcal{Y}$ and $\mathcal{Z}$, defined by

$$
\begin{equation*}
\mathcal{Y}(t)=\mathcal{X}(t) K, \quad \mathcal{Z}(t)=K \mathcal{X}(t) \tag{A.7a}
\end{equation*}
$$

are solutions to the Sylvester equations

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{Y}=\mathcal{Y} B+C \mathcal{Y}+\mathcal{X}[B, K]+\mathcal{G} K  \tag{A.7b}\\
\mathcal{Y}(0)=\mathcal{X}(0) K
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{Z}=\mathcal{Z} B+C \mathcal{Z}+[K, C] \mathcal{X}+K \mathcal{G}  \tag{A.7c}\\
\mathcal{Z}(0)=K \mathcal{X}(0)
\end{array}\right.
$$

respectively.
(iii) Provided that $\mathcal{X}$ satisfies the Sylvester equation (A.5), the commutator $\mathcal{Y}=[\mathcal{X}, K]$ is the solution of the Sylvester equation

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{Y}=\mathcal{Y} B+C \mathcal{Y}+\mathcal{X}[B, K]+[C, K] \mathcal{X}+[\mathcal{G}, K]  \tag{A.8}\\
\mathcal{Y}(0)=[\mathcal{X}(0), K]
\end{array}\right.
$$

Proof See [13].

## B Proofs of Lemmas 2 and 3

In the following, we prove statements about the quantities $H_{j}, \mathcal{S}_{j}^{[k]} \ldots$, etc. However, for convenience of notation we suppress the index $j$. In particular, $\delta(\cdot), \rho(\cdot), \sigma(\cdot)$ are to be identified with $\delta_{j}(\cdot), \rho_{j}(\cdot), \sigma_{j}(\cdot)$ defined in (2.4).

With (cf. (2.4b), (2.4c))

$$
\begin{aligned}
& \rho(\mathcal{X})=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}-A \mathcal{X} \\
& \sigma(\mathcal{X})=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{X}-\mathcal{X} B-C \mathcal{X}
\end{aligned}
$$

the identities (A.4) and (A.8) take the form

$$
\begin{aligned}
\rho([\mathcal{X}, K]) & =[A, K] \mathcal{X}+[\rho(\mathcal{X}), K] \\
\sigma([\mathcal{X}, K]) & =\mathcal{X}[B, K]+[C, K] \mathcal{X}+[\sigma(\mathcal{X}), K]
\end{aligned}
$$

We will make repeated use of these identities in the proof of Lemma 3 below. Furthermore, (A.2a) is used several times.

Proof of Lemma 2. For $k=0$, identity (5.8) is the same as $\mathcal{S}^{[0]}=\mathcal{W}^{[0]} \mathcal{V}^{[0]}$. For the general induction step $k \mapsto k+1$, by (5.5) and the inductive assumption (5.8) we have

$$
\begin{aligned}
\mathcal{S}^{[k+1]} & =\left[\mathcal{S}^{[k]}, \underline{H}\right]+\delta\left(\mathcal{S}^{[k]}\right) \\
& =\sum_{\ell=0}^{k}\binom{k}{\ell}\left(\left[\mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}, \underline{H}\right]+\delta\left(\mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}\right)\right)
\end{aligned}
$$

with (using (A.2a))

$$
\begin{aligned}
{[ } & \left.\mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}, \underline{H}\right]+\delta\left(\mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}\right) \\
= & \mathcal{W}^{[k-\ell]}\left[\mathcal{V}^{[\ell]}, \underline{H}\right]+\left[\mathcal{W}^{[k-\ell]}, \underline{H}\right] \mathcal{V}^{[\ell]} \\
& +\frac{\mathrm{d}}{\mathrm{~d} t}\left(\mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}\right)-H \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]} \\
= & \mathcal{W}^{[k-\ell]}\left[\mathcal{V}^{[\ell]}, \underline{H}\right]+\left[\mathcal{W}^{[k-\ell]}, \underline{H}\right] \mathcal{V}^{[\ell]} \\
& +\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}^{[k-\ell]} \cdot \mathcal{V}^{[\ell]}+\mathcal{W}^{[k-\ell]} \cdot \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{V}^{[\ell]}-H \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]} \\
= & \mathcal{W}^{[k-\ell]}\left[\mathcal{V}^{[\ell]}, \underline{H}\right]+\left[\mathcal{W}^{[k-\ell]}, \underline{H}\right] \mathcal{V}^{[\ell]} \\
& +\left(\mathcal{W}^{[k-\ell]} B+C \mathcal{W}^{[k-\ell]}+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) \mathcal{V}^{[\ell]} \\
& +\mathcal{W}^{[k-\ell]}\left(A \mathcal{V}^{[\ell]}+\rho\left(\mathcal{V}^{[\ell]}\right)\right)-H \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]} \\
= & \mathcal{W}^{[k-\ell]}\left(\left[\mathcal{V}^{[\ell]}, \underline{H}\right]+\rho\left(\mathcal{V}^{[\ell]}\right)\right)+\left(\left[\mathcal{W}^{[k-\ell]}, \underline{H}\right]+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) \mathcal{V}^{[\ell]} \\
& +\mathcal{W}^{[k-\ell]} D \mathcal{V}^{[\ell]}+C \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}-H \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]} \\
= & \mathcal{W}^{[k-\ell]}\left(\left[\mathcal{V}^{[\ell]}, \underline{H}\right]+\rho\left(\mathcal{V}^{[\ell]}\right)\right)+\left(\left[\mathcal{W}^{[k-\ell]}, \underline{H}+D\right]+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) \mathcal{V}^{[\ell]} \\
& +\underbrace{\mathcal{W}^{[k-\ell]} D \mathcal{V}^{[\ell]}+C \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}-\mathcal{W}^{[k-\ell]} D \mathcal{V}^{[\ell]}+D \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}-H \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell]}} \\
= & \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell+1]}+\mathcal{W}^{[k+1-\ell]} \mathcal{V}^{[\ell]},
\end{aligned}
$$

by definition of $\mathcal{V}^{[\ell+1]}$ and $\mathcal{W}^{[k+1-\ell]}$. Altogether,

$$
\begin{aligned}
\mathcal{S}^{[k+1]} & =\sum_{\ell=0}^{k}\binom{k}{\ell} \mathcal{W}^{[k-\ell]} \mathcal{V}^{[\ell+1]}+\sum_{\ell=0}^{k}\binom{k}{\ell} \mathcal{W}^{[k+1-\ell]} \mathcal{V}^{[\ell]} \\
& =\sum_{\ell=0}^{k+1}\binom{k}{\ell-1} \mathcal{W}^{[k+1-\ell]} \mathcal{V}^{[\ell]}+\sum_{\ell=0}^{k+1}\binom{k}{\ell} \mathcal{W}^{[k+1-\ell]} \mathcal{V}^{[\ell]} \\
& =\sum_{\ell=0}^{k+1}\binom{k+1}{\ell} \mathcal{W}^{[k+1-\ell]} \mathcal{V}^{[\ell+1]},
\end{aligned}
$$

which completes the induction step. $\square$

Proof of Lemma 3.
(i) Proof of (5.9a):

For $k=0$, identity (5.9a) follows from

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{V}^{[0]}=A^{[0]} \mathcal{V}^{[0]}, \quad \text { i.e., } \quad \rho\left(\mathcal{V}^{[0]}\right)=0
$$

For the general induction step $k \mapsto k+1$, by the definition of $\mathcal{V}^{[k+1]}$ and due to Lemma 4 (A) we have

$$
\begin{aligned}
\rho\left(\mathcal{V}^{[k+1]}\right) & =\rho\left(\left[\mathcal{V}^{[k]}, \underline{H}\right]\right)+\rho\left(\rho\left(\mathcal{V}^{[k]}\right)\right) \\
& =A^{[1]} \mathcal{V}^{[k]}+\left[\rho\left(\mathcal{V}^{[k]}\right), \underline{H}\right]+\left(\frac{\mathrm{d}}{\mathrm{~d} t} \rho\left(\mathcal{V}^{[k]}\right)-A \rho\left(\mathcal{V}^{[k]}\right)\right) .
\end{aligned}
$$

Together with the inductive assumption (5.9a) this yields

$$
\begin{aligned}
\rho\left(\mathcal{V}^{[k+1]}\right) & =A^{[1]} \mathcal{V}^{[k]}+\left(\frac{\mathrm{d}}{\mathrm{~d} t} \rho\left(\mathcal{V}^{[k]}\right)-A \rho\left(\mathcal{V}^{[k]}\right)+\left[\rho\left(\mathcal{V}^{[k]}\right), \underline{H}\right]\right) \\
& =A^{[1]} \mathcal{V}^{[k]}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\left(A^{[\ell]} \mathcal{V}^{[k-\ell]}\right)-A A^{[\ell]} \mathcal{V}^{[k-\ell]}+\left[A^{[\ell]} \mathcal{V}^{[k-\ell]}, \underline{H}\right]\right),
\end{aligned}
$$

with

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(A^{[\ell]} \mathcal{V}^{[k-\ell]}\right)-A A^{[\ell]} \mathcal{V}^{[k-\ell]}+\left[A^{[\ell]} \mathcal{V}^{[k-\ell]}, \underline{H}\right] \\
& =A^{[\ell]} \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{V}^{[k-\ell]}-A A^{[\ell]} \mathcal{V}^{[k-\ell]}+A^{[\ell]}\left[\mathcal{V}^{[k-\ell]}, \underline{H}\right]+\left[A^{[\ell]}, \underline{H}\right] \mathcal{V}^{[k-\ell]} \\
& =A^{[\ell]}\left(A \mathcal{V}^{[k-\ell]}+\rho\left(\mathcal{V}^{[k-\ell]}\right)-A A^{[\ell]} \mathcal{V}^{[k-\ell]}+A^{[\ell]}\left[\mathcal{V}^{[k-\ell]}, \underline{H}\right]+\left[A^{[\ell]}, \underline{H}\right] \mathcal{V}^{[k-\ell]}\right. \\
& =\left[A^{[\ell]}, A\right] \mathcal{V}^{[k-\ell]}+A^{[\ell]} \rho\left(\mathcal{V}^{[k-\ell]}\right)+A^{[\ell]}\left[\mathcal{V}^{[k-\ell]}, \underline{H}\right]+\left[A^{[\ell]}, \underline{H}\right] \mathcal{V}^{[k-\ell]} \\
& =\left[A^{[\ell]}, \underline{H}+A\right] \mathcal{V}^{[k-\ell]}+A^{[\ell]}\left(\left[\mathcal{V}^{[k-\ell]}, \underline{H}\right]+\rho\left(\mathcal{V}^{[k-\ell]}\right)\right) \\
& =A^{[\ell+1]} \mathcal{V}^{[k-\ell]}+A^{[\ell]} \mathcal{V}^{[k+1-\ell]},
\end{aligned}
$$

by the definitions of $A^{[\ell+1]}$ and $\mathcal{V}^{[k+1-\ell]}$. Altogether,

$$
\begin{aligned}
\rho\left(\mathcal{V}^{[k+1]}\right) & =A^{[1]} \mathcal{V}^{[k]}+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(A^{[\ell+1]} \mathcal{V}^{[k-\ell]}+A^{[\ell]} \mathcal{V}^{[k+1-\ell]}\right) \\
& =\sum_{\ell=0}^{k}\binom{k}{\ell} A^{[\ell+1]} \mathcal{V}^{[k-\ell]}+\sum_{\ell=1}^{k}\binom{k}{\ell} A^{[\ell]} \mathcal{V}^{[k+1-\ell]} \\
& =\sum_{\ell=1}^{k+1}\binom{k}{\ell-1} A^{[\ell]} \mathcal{V}^{[k+1-\ell]}+\sum_{\ell=1}^{k+1}\binom{k}{\ell} A^{[\ell]} \mathcal{V}^{[k+1-\ell]} \\
& =\sum_{\ell=1}^{k+1}\binom{k+1}{\ell} A^{[\ell]} \mathcal{V}^{[k+1-\ell]},
\end{aligned}
$$

which completes the induction step.
(ii) Proof of (5.10a):

For $k=0$, the identity (5.10a) follows from

$$
\frac{d}{d t} \mathcal{W}^{[0]}=\mathcal{W}^{[0]} B^{[0]}+C^{[0]} \mathcal{W}^{[0]}, \quad \text { i.e., } \sigma\left(\mathcal{W}^{[0]}\right)=0 .
$$

For the general induction step $k \mapsto k+1$, by the definition of $\mathcal{W}^{[k+1]}$ and due to Lemma 5 (A) we have

$$
\begin{aligned}
\sigma\left(\mathcal{W}^{[k+1]}\right)= & \sigma\left(\left[\mathcal{W}^{[k]}, \underline{H}+D\right]\right)+\sigma\left(\sigma\left(\mathcal{W}^{[k]}\right)\right) \\
= & \mathcal{W}^{[k]} B^{[1]}+C^{[1]} \mathcal{W}^{[k]}+\left[\sigma\left(\mathcal{W}^{[k]}\right), \underline{H}+D\right] \\
& +\left(\frac{\mathrm{d}}{\mathrm{~d} t} \sigma\left(\mathcal{W}^{[k]}\right)-\sigma\left(\mathcal{W}^{[k]}\right) B-C \sigma\left(\mathcal{W}^{[k]}\right)\right) .
\end{aligned}
$$

Together with the inductive assumption (5.10a) this yields

$$
\begin{aligned}
& \sigma\left(\mathcal{W}^{[k+1]}\right) \\
&=\left(\mathcal{W}^{[k]} B^{[1]}+C^{[1]} \mathcal{W}^{[k]}\right) \\
&+\left(\frac{\mathrm{d}}{\mathrm{~d} t} \sigma\left(\mathcal{W}^{[k]}\right)-\sigma\left(\mathcal{W}^{[k]}\right) B-C \sigma\left(\mathcal{W}^{[k]}\right)+\left[\sigma\left(\mathcal{W}^{[k]}\right), \underline{H}+D\right]\right) \\
&=\left(\mathcal{W}^{[k]} B^{[1]}+C^{[1]} \mathcal{W}^{[k]}\right) \\
&+\sum_{\ell=1}^{k}\binom{k}{\ell}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right)-\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right) B\right. \\
&\left.\quad \quad-C\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right)+\left[\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}, \underline{H}+D\right]\right),
\end{aligned}
$$

with

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} & \left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right)-\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right) B \\
& -C\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right)+\left[\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}, \underline{H}+D\right] \\
= & \frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \frac{\mathrm{d}}{\mathrm{dt}} \mathcal{W}^{[k-\ell]}-\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right) B \\
& -C\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right)+\left[\mathcal{W}^{[k-\ell]} B^{[\ell]}, \underline{H}+D\right]+\left[C^{[\ell]} \mathcal{W}^{[k-\ell]}, \underline{H}+D\right] \\
= & \left(\mathcal{W}^{[k-\ell]} B+C \mathcal{W}^{[k-\ell]} \sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) B^{[\ell]}+C^{[\ell]}\left(\mathcal{W}^{[k-\ell]} B C \mathcal{W}^{[k-\ell]}+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) \\
& -\left(\mathcal{W}^{[k-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right) B-C\left(\mathcal{W}^{[k-\ell]} \ell+C^{[\ell]} \mathcal{W}^{[k-\ell]}\right) \\
& +\mathcal{W}^{[k-\ell]}\left[B^{[\ell]}, \underline{H}+D\right]+\left[\mathcal{W}^{[k-\ell]}, \underline{H}+D\right] B^{[\ell]} \\
& +C^{[\ell]}\left[\mathcal{W}^{[k-\ell]}, \underline{H}+D\right]+\left[C^{\ell]}, \underline{H}+D\right] \mathcal{W}^{[k-\ell]} \\
= & \left(\mathcal{W}^{[k-\ell]}\left[B, B^{[\ell]}\right]+\mathcal{W}^{[k-\ell]}\left[B^{[\ell]}, \underline{H}+D\right]\right) \\
& +\left(\left[C^{[\ell]}, C\right] \mathcal{W}^{[k-\ell]}+\left[C^{[\ell]}, \underline{H}+D\right] \mathcal{W}^{[k-\ell]}\right) \\
& \left.+\left(\mathcal{W}^{[k-\ell]}, \underline{H}+D\right]+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) B^{[\ell]} \\
& +C^{[\ell]}\left(\left[\mathcal{W}^{[k-\ell]}, \underline{H}+D\right]+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) \\
= & \mathcal{W}^{[k-\ell]}\left[B^{[\ell]}, \underline{H}+A\right]+\left[C^{\ell \ell]}, \underline{H}+H\right] \mathcal{W}^{[k-\ell]} \\
& +\left(\left[\mathcal{W}^{[k-\ell]}, \underline{H}+D\right]+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) B^{[\ell]}+C^{[\ell]}\left(\left[\mathcal{W}^{[k-\ell]}, \underline{H}+D\right]+\sigma\left(\mathcal{W}^{[k-\ell]}\right)\right) \\
= & \left(\mathcal{W}^{[k-\ell]} B^{[\ell+1]}+C^{[\ell+1]} \mathcal{W}^{[k-\ell]}\right)+\left(\mathcal{W}^{[k+1-\ell]} B^{[\ell]}+C^{\ell \ell]} \mathcal{W}^{[k+1-\ell]}\right),
\end{aligned}
$$

by the definitions of $B^{[\ell+1]}, C^{[\ell+1]}$ and $\mathcal{W}^{[k+1-\ell]}$. Altogether,

$$
\sigma\left(\mathcal{W}^{[k+1]}\right)=\sum_{\ell=1}^{k+1}\binom{k+1}{\ell}\left(\mathcal{W}^{[k+1-\ell]} B^{[\ell]}+C^{[\ell]} \mathcal{W}^{[k+1-\ell]}\right)
$$

follows in the same same way as in the proof of (5.9a) above, which completes the induction step.
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[^1]:    ${ }^{1}$ Similarly as $\mathcal{S}=\mathcal{S}^{[0]}, \mathcal{D}=\mathcal{S}^{[1]}$ is a natural and consistent notation for the defect $\mathcal{D}$.

[^2]:    2 Maple is a trademark of Maplesoft, Inc.

[^3]:    ${ }^{3}$ Note that the mapping $\mathcal{S}_{j}^{[q]} \mapsto \mathcal{S}_{j}^{[q+1]}$ is linear. For $A=0$, the definition of $\mathcal{S}_{j}^{[q+1]}$ in (5.5) is equivalent to that from [13].

[^4]:    ${ }^{4}$ Special case $k=0: \mathcal{V}_{j}^{[0]}(0)=\mathcal{I}$.

[^5]:    ${ }^{5}$ Special case $k=0: \mathcal{W}_{j}^{[0]}(0)=\mathcal{I}$.

[^6]:    ${ }^{6}$ For a linear operator $F$, (7.6) reduces to the identity $\mathcal{E}_{F}(t) \cdot F \cdot v=F \cdot \mathcal{E}_{F}(t) \cdot v$, with $\mathcal{E}_{F}(t)=\mathrm{e}^{t F}$.

