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Abstract A convergence analysis of time-splitting pseudo-spectral methods
adapted for time-dependent Gross–Pitaevskii equations with additional ro-
tation term is given. For the time integration high-order exponential op-
erator splitting methods are studied, and the space discretization relies on
the generalized-Laguerre–Fourier spectral method with respect to the (x, y)-
variables as well as the Hermite spectral method in the z-direction. Essential
ingredients in the stability and error analysis are a general functional analytic
framework of abstract nonlinear evolution equations, fractional power spaces
defined by the principal linear part, a Sobolev-type inequality in a curved rect-
angle, and results on the asymptotical distribution of the nodes and weights
associated with Gauß–Laguerre quadrature. The obtained global error esti-
mate ensures that the nonstiff convergence order of the time integrator and
the spectral accuracy of the spatial discretization are retained, provided that
the problem data satisfy suitable regularity requirements. A numerical exam-
ple confirms the theoretical convergence estimate.
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1 Introduction

Scope of applications. The realization of dilute gaseous Bose–Einstein conden-
sation in physical experiments has received great attention among physicists to
date. Current research activities aim for a better understanding of the creation
and evolution of quantized vortices in rotating Bose–Einstein condensates. The
extensive experimental work is supplemented by mathematical investigations,
see for instance [3,4,8,9] and references therein.

Time-dependent Gross–Pitaevskii equation with rotation term. At tempera-
tures significantly below the critical temperature of the condensate, certain
aspects of the time evolution of a rotating condensate are mathematically
described by a nonlinear time-dependent Schrödinger equation for the macro-
scopic wave function ψ : R3 × [0, T ] → C : (ξ, t) = (x, y, z, t) 7→ ψ(ξ, t), the
time-dependent Gross–Pitaevskii equation with additional rotation term

i ∂tψ(ξ, t) =
(
− 1

2∆+ Vext(ξ)−ΩLz + β
∣∣ψ(ξ, t)

∣∣2)ψ(ξ, t) , (1a)

subject to asymptotic boundary conditions on the unbounded domain and an
initial condition. Here, Vext : R3 → R denotes an external real-valued potential,
which we assume to comprise a scaled harmonic potential that is symmetric
with respect to the (x, y)-components and an additional sufficiently regular
potential V : R3 → R

Vext(ξ) = 1
2 γ (x2 + y2) + 1

2 γz z
2 + V (ξ) , γ, γz > 0 . (1b)

The rotation term involves the angular momentum rotation speed Ω ∈ R and
the angular momentum operator

Lz = − i
(
x ∂y − y ∂x

)
. (1c)

Besides, we denote by β ∈ R the interaction constant arising in the cubic
nonlinearity. A discussion of the physical background of this model and a
numerical investigation of its solution behavior is found for instance in [4], see
also references given therein.
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Abstract evolution equation. For our purpose it is useful to employ a compact
reformulation of (1) as nonlinear evolution equation of the form

i d
dtu(t) = Au(t) +B[u(t)]u(t) (2a)

for an abstract function u : [0, T ] → L2(R3) : t 7→ u(t) = ψ(·, t). The linear
differential operator A is given by

(Au)(ξ) =
(
− 1

2∆+ 1
2 γ (x2 + y2) + 1

2 γz z
2 −ΩLz

)
u(ξ) , (2b)

and B denotes a nonlinear multiplication operator acting as

(
B[u] v

)
(ξ) =

(
V (ξ) + β

∣∣u(ξ)
∣∣2) v(ξ) . (2c)

We meanwhile require the domains of A and B to be suitably chosen subspaces
of the underlying Hilbert space (L2(R3), (·|·)L2 , ‖ · ‖L2) and give more details
below.

Two-dimensional Gross–Pitaevskii equation and reformulation in polar coor-
dinates. In order to reduce technicalities, we find it beneficial to study at
first a simplified problem for a function depending on two space variables
ψ : R2 × [0, T ] → C : (ξ, t) = (x, y, t) 7→ ψ(ξ, t). We refer to this problem
obtained from (1)–(2) when replacing (1b) and thus (2b) by

Vext(ξ) = 1
2 γ (x2 + y2) + V (ξ) ,

(Au)(ξ) =
(
− 1

2∆+ 1
2 γ (x2 + y2)−ΩLz

)
u(ξ) ,

(2d)

as time-dependent two-dimensional Gross–Pitaevskii equation with rotation
term. By introducing polar coordinates

(r, ϑ) ∈ [0,∞)× [0, 2π) , (x, y) = (r cosϑ, r sinϑ) ∈ R2 , (2e)

the Laplacian in two space dimensions and the angular momentum operator
may be rewritten as ∆ = ∂2

r + 1
r ∂r + 1

r2 ∂
2
ϑ and Lz = − i ∂ϑ, which implies

A = − 1
2∆+ 1

2 γ (x2 + y2)−ΩLz
= − 1

2

(
∂2
r + 1

r ∂r + 1
r2 ∂

2
ϑ − γ r2

)
+ iΩ ∂ϑ .

(2f)

The construction of a family of eigenfunctions that forms a complete orthonor-
mal system of the Lebesgue space L2(R2) is based upon this reformulation,
see for instance [24].
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Time and space discretization. The complexity of the time-dependent three-
dimensional Gross–Pitaevskii equation with additional rotation term renders
its numerical solution a demanding task and requires the use of appropri-
ate space and time discretization methods. For the considered model prob-
lem (1) and related time-dependent nonlinear Schrödinger equations a variety
of contributions provide numerical comparisons which confirm the favourable
behavior of full discretization methods based on higher-order time-splitting
and pseudo-spectral methods in accuracy, efficiency, and the conservation of
physically relevant quantities; to mention a few we refer to the works [4,5,7].
Numerical evidence is complemented by a rigorous analysis of the convergence
behavior of time-splitting pseudo-spectral methods for certain classes of time-
dependent nonlinear Schrödinger equations. In the seminal work [17] the stabil-
ity and error behavior of the second-order Strang splitting method for the time
integration of the cubic Schrödinger equation is analyzed, and in [10] a conver-
gence estimate for full discretizations of the time-dependent Gross–Pitaevskii
equation (without rotation term) based on the Strang splitting method and the
Hermite pseudo-spectral method is deduced. The recent contribution [14] ex-
tends the approach to high-order splitting methods for the time integration of
the MCTDHF equations, and in [23] a stability and error analysis of high-order
time-splitting methods combined with pseudo-spectral methods (Fourier, Sine,
Hermite) is given for the time-dependent Gross–Pitaevskii equation (without
rotation term).

High-order time-splitting generalized-Laguerre–Fourier–Hermite pseudo-
spectral methods. In the present work, we consider time-splitting pseudo-
spectral methods that are well adapted for the numerical solution of the
time-dependent three-dimensional Gross–Pitaevskii equations involving an
additional rotation term. More precisely, high-order exponential operator
splitting methods with variable time stepsizes are applied for the time
integration, and the space discretization of (1)–(2) relies on a combination of
the generalized-Laguerre–Fourier spectral method with respect to the (x, y)-
variables and the Hermite spectral method with respect to the z-direction,
see for instance [4,7].

Basic tools. In the following, we review basic tools that are needed in the spec-
ification of high-order time-splitting generalized-Laguerre–Fourier–Hermite
pseudo-spectral methods for the time-dependent three-dimensional Gross–
Pitaevskii equation with rotation term; detailed explanations are included in
subsequent sections.

Exponential operator splitting methods for the time integration of nonlin-
ear evolution equations (2) utilize the natural decomposition of the operator
defining the right-hand side of the differential equation into two parts and rely
on the presumption that the associated subproblems

i d
dtv(t) = Av(t) , i d

dtw(t) = B[w(t)]w(t) ,
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can be resolved numerically in an efficient manner. In particular, in the context
of the time-dependent Gross–Pitaevskii equation with rotation term (1), we
may choose the operators A and B in such a way that the exact solution of the
subproblem involving the dominant linear part (2b) is obtained by a spectral
representation of the prescribed initial value. Due to a particular invariance
property, the subproblem involving the remaining terms (2c) reduces to a linear
differential equation whose exact solution is given by pointwise multiplications.

(i) Linear subproblem. For the resolution of the linear subproblem we make
use of the fact that A extends to a densely defined self-adjoint operator
A : D(A) ⊂ L2(R3)→ L2(R3) and that there exists a family of associated
eigenfunctions (Bµ)µ∈M over the index setM = N×Z×N which forms a
complete orthonormal system of the underlying Hilbert space L2(R3), see
also (2b). These eigenfunctions Bµ : R3 → C are given by the generalized-
Laguerre polynomials and the Hermite polynomials (ξ = (x, y, z) ∈ R3,
µ = (k,m, `) ∈M)

Bµ(ξ) = Lγkm(x, y)Hγz` (z) ,

Lγkm(r cosϑ, r sinϑ) = 1√
πC
|m|
k

γ
1
2 (|m|+1) r|m| eimϑ− 1

2γr
2

L
|m|
k (γr2) ,

Hγz` (z) = 1√
2``!

4

√
π
γz

e−
1
2γzz

2

H`(
√
γzz) .

(3a)

We point out that the complex-valued functions Lγkm : R2 → C are
defined in terms of polar coordinates which leads to a coupling in the
(x, y)-coordinates and increases the complexity of the analysis compared
to other spectral methods such as the Fourier, Sine, or Hermite spectral
method. In order to ensure that the corresponding eigenvalues (λµ)µ∈M
satisfying (µ = (k,m, `) ∈M)

ABµ = λµ Bµ , λµ = (2k + |m|+ 1) γ −mΩ + (`+ 1
2 ) γz , (3b)

are positive, we henceforth require the slightly stronger condition

|Ω| < γ (4)

to be satisfied. Via a spectral decomposition of the prescribed initial
value v(0) = v0, the solution representation

v(t) = e− itA v0 =
∑
µ∈M

cµ(v0) e− itλµ Bµ , cµ(v0) =
(
v0

∣∣Bµ)L2 ,

results. For the numerical realisation, described by the operator QM
e− i tAQM v0 ≈ v(t) = e− itA v0 ,

the infinite index set is restricted to a finite setMM ⊂M, characterised
by a positive integer M ∈ N, and approximations to the spectral coeffi-
cients are computed by means of an iterated quadrature formula

c̃µ(v0) =
∑
κ∈KM

wκ v0(ξκ)Bµ(ξκ) ≈ cµ(v0) =

∫
R3

v0(ξ)Bµ(ξ) dξ
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with weights and nodes (wκ, ξκ)κ∈KM related to Gauß–Laguerre quadra-
ture, the trapezoidal rule, and Gauß–Hermite quadrature.

(ii) Nonlinear subproblem. Making use of the fact that the remainder in-
volving part of the external potential as well as the cubic nonlinearity
satisfies the special invariance property d

dtB[w(t)] = 0, the nonlinear sub-
problem reduces to a linear evolution equation with exact solution given
by pointwise multiplication

w(t) = e− itB[w(0)] w(0) ,

see also (2c).

Fully discrete approximations (unM )Nn=1 to the exact solution values (u(tn))Nn=1

at certain time grid points 0 = t0 < · · · < tn < · · · < tN = T with corre-
sponding time increments τn = tn+1 − tn rely on suitable compositions of the
numerical solutions to the subproblems. Starting from a given suitably chosen
initial approximation, the new iterates are computed by a recurrence of the
form

un+1
M = FM (τn, u

n
M ) . (5a)

For instance, an application of the widely used Strang splitting method com-
bined with the generalized-Laguerre–Fourier–Hermite pseudo-spectral method
for the space discretization leads to the relation

un+1
M = FM

(
τn, u

n
M

)
= e−

1
2 i τnAQM e− i τnB[UnM ] UnM ,

UnM = e−
1
2 i τnAQM unM .

(5b)

In order to deduce a global error estimate for the fully discrete solution, it is
advantageous to introduce the corresponding time-discrete solution (un)Nn=0

given by

un+1 = S
(
τn, u

n
)

= e−
1
2 i τnA e− i τnB[Un] Un , Un = e−

1
2 i τnA un , (5c)

and to study first the contribution of the time discretisation.

Convergence analysis. Our main objective is to provide a convergence analy-
sis for high-order time-splitting generalized-Laguerre–Fourier–Hermite pseudo-
spectral methods applied to the time-dependent three-dimensional Gross–
Pitaevskii equation with rotation term, in order to justify the use of this class
of numerical methods for practical applications. In particular, we identify regu-
larity requirements on the data of the problem, inherited by the exact solution,
which ensure that the nonstiff order of convergence of the time integrator is re-
tained; for less regular solutions an order reduction and thus a loss of accuracy
may be encountered, see [22,23] for numerical illustrations in the context of
time-dependent linear Schrödinger equations and Gross–Pitaevskii equations
(without rotation term). We extend the approach in [10,14,17] and in par-
ticular employ techniques that are closely related to the previous work [23],
where high-order time-splitting methods and different pseudo-spectral meth-
ods (Fourier, Sine, Hermite) are analyzed for time-dependent Gross–Pitaevskii
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equations (without rotation term). However, the complexity of the generalized-
Laguerre–Fourier–Hermite pseudo-spectral space discretization implies a con-
siderable increase of technicalities. For this reason, we focus on the case of
two space dimensions as this constitutes the main challenge and indicate the
extension to three space dimensions based on Hermite basis functions for the z-
variable. Moreover, as a treatment of high-order time-splitting methods would
require to introduce the formal calculus of Lie-derivaties, we include a detailed
analysis for the Strang splitting method; the generalization to high-order split-
ting methods is then in the lines of [14,23].

Outline. The present manuscript has the following structure. In Section 2
we state the main result, a global error estimate for high-order time-splitting
generalized-Laguerre–Fourier–Hermite pseudo-spectral methods applied to the
time-dependent Gross–Pitaevskii equations involving an additional rotation
term and its analogue for the two-dimensional case. In Section 3 we il-
lustrate the theoretical convergence estimate by a numerical example. In
Section 4, we collect prerequisites related to the spatial discretization by
the generalized-Laguerre–Fourier pseudo-spectral method; following [23] we
employ a general functional analytic framework that exposes the similari-
ties between different pseudo-spectral methods. Section 5 is devoted to the
derivation of the convergence result for the Strang splitting generalized-
Laguerre–Fourier pseudo-spectral method applied to the two-dimensional
time-dependent Gross–Pitaevskii equations with rotation term and the ex-
tension to three space dimensions.

Notation. Throughout, we employ standard notations and results for Lebesgue
and Sobolev spaces, see also [2]. For notational convenience, we do not distin-
guish between the spatial variables and the associated multiplication operators;
for instance, we write xf for the function x 7→ xf(x, y). Besides, we denote by
N = {n ∈ Z : n ≥ 0} the set of non-negative integer numbers.

2 Convergence result

In this section, we state our main result, a global error estimate for high-order
time-splitting generalized-Laguerre–Fourier–Hermite pseudo-spectral methods
applied to the time-dependent Gross–Pitaevskii equation involving an addi-
tional rotation term, see (1)–(2).

Preliminary remarks. We recall the abbreviation (unM )Nn=0 for the fully dis-
crete solution, exemplified in (5) for the Strang splitting method; its time-
discrete analogue with starting value u0 = u0

M is denoted by (un)Nn=0. The
choice of the finite index set MM , which reflects the number of basis func-
tions used, determines the accuracy of the spatial discretization. For ease of
notation, we assume that the space discretization parameters corresponding
to the (x, y, z)-components are roughly proportional such that it suffices to
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indicate the dependence on a single positive integer M ∈ N; in the context
of the time-dependent two-dimensional Gross–Pitaevskii equation the space
discretization parameter corresponding to the z-direction does not occur. The
fractional power spaces associated with the linear differential operator (2b)
are introduced in Section 4.2; in particular, the space X0 coincides with the
underlying Lebesgue space in three or two space dimensions, respectively. For
notational simplicity, despite the fact that the numerical evolution operators
are nonlinear in the second argument we henceforth write

FM
(
τ)u = FM (τ, u) , S

(
τ)u = S(τ, u) ,

for short.

Global error estimate. A standard idea in the derivation of a global error
bound for the fully discrete solution is to interpose the values of the corre-
sponding time-discrete solution to obtain the estimate∥∥unM − u(tn)

∥∥
X0
≤
∥∥unM − un∥∥X0

+
∥∥un − u(tn)

∥∥
X0

(6a)

by the triangle inequality. This approach permits to base the convergence anal-
ysis on the derivation of stability results and local error expansions; rewriting
the first difference by means of a telescopic identity leads to (in compact for-
mally linear notation)

unM −un = (QM −I)un+

n−1∑
j=0

n−1∏
`=j+1

FM (τ`)
(
FM (τj)u

j−QM S(τj)u
j
)
, (6b)

and similarly for the second contribution. For the special case of the second-
order Strang splitting method and two space dimensions the needed auxiliary
results are deduced in Section 5.2, and a bound for the contribution of the
semi-discretization in time is provided in Section 5.1; the generalization to
higher-order time-splitting methods follows the arguments detailed in [23] for
space discretizations based on the Fourier, Sine, and Hermite pseudo-spectral
methods, respectively, and the extension to the three-dimensional case is in-
dicated in Section 5.3. Altogether, we are able to establish the following con-
vergence result.

Theorem 1 (i) Consider a variable stepsize exponential operator splitting
method of nonstiff order p ∈ N≥1 combined with the generalized-Laguerre–
Fourier–Hermite pseudo-spectral method for the full discretization of the time-
dependent Gross–Pitaevskii equation (1)–(2). Under the assumption that the
potential V and the values of the exact solution remain bounded in a fractional
power space Xq for some q ≥ max{2, p}, the global error estimate∥∥unM − u(tn)

∥∥
X0
≤ C

(∥∥u0
M − u(0)

∥∥
X0

+ (∆t)p +M−r
)
, 0 ≤ tn ≤ tN ≤ T ,

is valid with exponent r = q − 11
6 , where ∆t = max{τn : n = 0, 1, . . . , N − 1}

denotes the maximal time increment; the arising constant C > 0 in particular
depends on upper bounds for ‖V ‖Xq and max{‖u(t)‖Xq : 0 ≤ t ≤ T}.



9

10
−3

10
−2

10
−1

10
0

10
−8

10
−6

10
−4

10
−2

10
0

Δ t

gl
ob

al
 e

rr
or

 

 

10
1

10
2

10
−8

10
−6

10
−4

10
−2

10
0

M

gl
ob

al
 e

rr
or

 

 

Lie
Strang
Yoshida
B/M 4
B/M 6

Lie
Strang
Yoshida
B/M 4
B/M 6

Fig. 1 Full discretisation of the time-dependent two-dimensional Gross–Pitaevskii equation
with additional rotation term by the Strang splitting generalized-Laguerre–Fourier pseudo-
spectral method, see (7). Global error versus time stepsize ∆t (left) and spatial discretization
parameter M (right).

(ii) For the generalized-Laguerre–Fourier pseudo-spectral method applied
to the time-dependent two-dimensional Gross–Pitaevskii equation the state-
ment holds with exponent r = q − 9

6 .

Remark. The corresponding global error estimate for the Hermite pseudo-
spectral method applied to the time-dependent Gross–Pitaevskii equation
without rotation term involves the exponents r = q− 12

6 in three space dimen-
sions and r = q− 10

6 in two space dimensions, see [10,23], whereas in both cases
the exponent r = 2(q−1) is obtained for the Fourier and Sine pseudo-spectral
methods, see [23]. We point out that in practical applications the global error
is dominated by the temporal error, reflected in the term C(∆t)p, and that
order reductions C(∆t)k with k < p are observed for less regular solutions.
The precise form of the exponent r for different pseudo-spectral methods is
primarily of theoretical interest; due to the fact that the contribution CM−r
is comparatively small, even for a low number of basis functions, it seems not
feasible to confirm the optimality of the bound in this respect.

3 Numerical illustration

The purpose of this section is to confirm the theoretical global error bound of
Theorem 1 by a numerical example. For impressive numerical simulations of
rotating Bose–Einstein consensates including problems in three space dimen-
sions and coupled systems we refer to [4].

Global error bound. According to [4, Ex. 1] we consider the time-dependent
Gross–Pitaevskii equation with additional rotation term in two space dimen-
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sions, where we set

γ = 0.8 , V (x, y) = 0 , Ω = 0.5 , β = 100 ,

Vext(x, y) = 1
2 γ
(
x2 + y2

)
+ V (x, y) , (x, y) ∈ R2 ,

ψ(x, y, 0) = 1√
π

(x+ i y) e−
1
2 (x2+y2) , (x, y) ∈ R2 ,

(7)

see also (1)–(2). For the time integration we apply different splitting methods
with constant time stepsize ∆t, the Lie–Trotter splitting (nonstiff order 1),
the Strang splitting (nonstiff order 2), the Yoshida splitting (nonstiff order 4),
and the methods by Blanes and Moan of orders 4 and 6, see for instance [6,13,
18]. The problem is discretized in space by the generalized-Laguerre–Fourier
pseudo-spectral method. In Figure 1 we display the global error at time t = 1 as
a function of the time stepsize for a fixed spatial discretization parameter M =
512; furthermore, the global error in dependence of the space discretization
parameter M = 2m for integers 3 ≤ m ≤ 8 is shown, with time stepsize fixed
to ∆t = 2−10 = 9.765625·10−4. As expected, for the chosen sufficiently regular
initial condition the nonstiff temporal orders are retained, and the numerical
results confirm the spectral accuracy in space. As expected, the methods by
Blanes and Moan are the most accurate, however the high order 6 of the last
method cannot be clearly observed in the numerical experiments. We point out
that here the global error is dominated by the temporal error; in particular,
this behavior is observed for the first-order Lie–Trotter splitting method.

Time evolution. A movie illustrating the evolution of the solution to the time-
dependent two-dimensional Gross–Pitaevskii equation with additional rotation
term is available at http://www.othmar-koch.org/fwf-project2011.html.
Following [4, Ex. 1] we choose (7) with modified potential

V (x, y) = 1
2 (γ2

y − γ2) y2 , (x, y) ∈ R2 , γy = 1.2 ,

and perform the integration up to time t = 15. To further illustrate the qual-
ity of the approximations, in Figure 2 we compare the solutions and errors
for several numerical approximations at t = 15. In the left column, we plot
the densities computed by Lie–Trotter and Strang splitting for different time
step-sizes and in the right column we give the errors as compared to a highly
accurate reference solution. We observe that the decrease in the step-size in-
deed reduces the error as predicted and the higher-order method yields more
accurate results.

4 Basic auxiliary results

In this section, we introduce the employed functional analytic framework
and deduce fundamental auxiliary results that are related to the generalized-
Laguerre–Fourier pseudo-spectral method for the spatial discretization of
the time-dependent two-dimensional Gross–Pitaevskii equation with rotation
term. This includes:
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(a) Solution Lie (N = 250) (b) Error Lie (N = 250)

(c) Solution Lie (N = 750) (d) Error Lie (N = 750)

(a) Solution Strang (N = 750) (b) Error Strang (N = 750)

Fig. 2 Comparison of the approximations at time t = 15 with N = 250 or N = 750
time steps, respectively. Left column: Numerical solution. Right column: Global error as
compared to a highly accurate reference solution.

• Results on scaled generalized-Laguerre functions such as relations for partial
derivatives of the basis functions (Lemma 1), utilized to relate estimates with
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respect to Sobolev-norms to estimates in fractional power spaces associated
with the dominant linear part (Lemma 2). In particular, this implies that
fractional power spaces form a normed algebra for positive integer exponents
(Lemma 3).

• A Sobolev-type inequality for estimating the maximum value of a function
defined on a curved rectangular domain (Lemma 5).

• Results on the asymptotical distribution of the Gauß–Laguerre quadrature
nodes and weights, applied to deduce estimates with respect to a related
discrete L2-norm (Lemma 6).

• A discrete orthogonality relation for the basis functions (Lemma 7) and
bounds for the generalized-Laguerre–Fourier spectral interpolant in frac-
tional power spaces (Lemma 8).

Certain technical proofs may be skipped at first reading.

4.1 Scaled generalized-Laguerre functions

In the following, we specify the family of eigenfunctions (Lγkm)(k,m)∈N×Z as-
sociated with the differential operator (2f), see also (3). Moreover, we deduce
an auxiliary result which allows to express the products xLγkm, yL

γ
km and the

partial derivatives ∂xLγkm, ∂yL
γ
km in terms of four basis functions with neigh-

boring indices. For convenience, we first review the employed basic relations
for the generalized-Laguerre polynomials and the scaled generalized-Laguerre
functions; for further details, see for instance [1,4,11,19,21,24].

Generalized-Laguerre polynomials. The generalized-Laguerre polynomial of
degree k ∈ N, defined by (k,m ∈ N, r ∈ R)

Lmk (r) = 1
k! r
−m er dk

drk

(
e−r rk+m

)
, (8a)

satisfies the differential equation (k,m ∈ N, r ∈ R)(
r d2

dr2 + (m+ 1− r) d
dr + k

)
Lmk (r) = 0 ,

and the orthogonality relation (k, k′,m ∈ N)∫ ∞
0

rm e−r Lmk (r)Lmk′(r) dr = Cmk δkk′ , Cmk =

m∏
j=1

(k + j) . (8b)

Furthermore, the relations (r ∈ R)

Lmk (r) = Lm+1
k (r)− Lm+1

k−1 (r) , (k,m) ∈ N≥1 × N , (8c)

d
drL

m
k (r) = −Lm+1

k−1 (r) , (k,m) ∈ N≥1 × N , (8d)

rLmk (r) = (k +m)Lm−1
k (r)− (k + 1)Lm−1

k+1 (r) , (k,m) ∈ N× N≥1 , (8e)

mLmk (r) = rLm+1
k (r) + (k + 1)Lm−1

k+1 (r) , (k,m) ∈ N× N≥1 , (8f)

are valid.
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Scaled generalized-Laguerre functions. The scaled generalized-Laguerre func-
tions involving a positive weight γ > 0 are defined by (k,m ∈ N, r ∈ R≥0)

L̃γkm(r) = 1√
πCmk

γ
1
2 (m+1) rm e−

1
2γr

2

Lmk
(
γ r2

)
; (9a)

the transformation % = γ r2 leads to the alternative representation

L̃γkm(r) = L̃γkm

(√
%
γ

)
=
√

γ
πCmk

%
m
2 e−

1
2%Lmk (%) . (9b)

The properties of the generalized-Laguerre polynomials imply that the scaled
generalized-Laguerre functions obey the differential equation (k,m ∈ N, r ∈ R)

1
2

(
− d2

dr2 −
1
r

d
dr + 1

r2 m
2 + γ2r2

)
L̃γkm(r) = γ (2k +m+ 1) L̃γkm(r) , (9c)

and the orthogonality relation (k, k′,m ∈ N)

2π

∫ ∞
0

r L̃γkm(r) L̃γk′m(r) dr = δkk′ , (9d)

see also (8).

Related functions. The related complex-valued functions Lγkm : R2 → C are
defined in terms of polar coordinates ((k,m) ∈ N× Z, (x, y) ∈ R2)

Lγkm(x, y) = Lγkm(r cosϑ, r sinϑ) = L̃γk,|m|(r) eimϑ

= L̃γk,|m|
(√

x2 + y2
)( x+ i y√

x2 + y2

)m
.

(10a)

An application of the corresponding relations for the scaled generalized-
Laguerre polynomials implies ((k,m) ∈ N× Z, (x, y) ∈ R2)(

− 1
2∆+ 1

2 γ (x2 + y2)−ΩLz
)
Lγkm(x, y)

=
(
− 1

2

(
∂2
r + 1

r ∂r + 1
r2 ∂

2
ϑ − γ r2

)
+ iΩ ∂ϑ

)
L̃γk,|m|(r) eimϑ

=
(

1
2

(
− ∂2

r − 1
r ∂r + 1

r2 m
2 + γ r2

)
−mΩ

)
L̃γk,|m|(r) eimϑ

=
(
γ (2k + |m|+ 1)−mΩ

)
Lγkm(x, y) ,

(10b)

and yields the orthogonality relations ((k,m), (k′,m′) ∈ N× Z)(
Lγkm

∣∣Lγk′m′)L2 =

∫
R2

Lγkm(x, y)Lγk′m′(x, y) d(x, y)

=

∫ ∞
0

∫ 2π

0

r L̃γk,|m|(r) L̃
γ
k′,|m′|(r) ei(m′−m)ϑ dϑ dr

= δkk′ δmm′ ,

(10c)

see (2f) and (9).
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Pointwise multiplication and partial derivatives. The following auxiliary result
is needed in order to establish relations between the norms in Sobolev spaces
and fractional power spaces defined by the differential operator (2f). We note
that the right-hand sides only differ with respect to constants involving the
weight γ > 0 and signs. For convenience we set Lγ−1,m = 0 for m ∈ Z.

Lemma 1 The following identities are valid for any (k,m) ∈ N× Z

xLγkm = 1
2
√
γ



−
√
kLγk−1,m+1 +

√
k +mLγk,m−1

+
√
k +m+ 1Lγk,m+1 −

√
k + 1Lγk+1,m−1 , m > 0 ,

−
√
kLγk−1,1 +

√
k + 1Lγk,−1

+
√
k + 1Lγk1 −

√
kLγk−1,−1 , m = 0 ,

−
√
kLγk−1,m−1 +

√
k −mLγk,m+1

+
√
k −m+ 1Lγk,m−1 −

√
k + 1Lγk+1,m+1 , m < 0 ,

yLγkm = i
2
√
γ



√
kLγk−1,m+1 +

√
k +mLγk,m−1

−
√
k +m+ 1Lγk,m+1 −

√
k + 1Lγk+1,m−1 , m > 0 ,

−
√
kLγk−1,1 +

√
k + 1Lγk,−1

−
√
k + 1Lγk1 +

√
kLγk−1,−1 , m = 0 ,

−
√
kLγk−1,m−1 −

√
k −mLγk,m+1

+
√
k −m+ 1Lγk,m−1 +

√
k + 1Lγk+1,m+1 , m < 0 ,

∂x Lγkm =
√
γ

2



−
√
kLγk−1,m+1 +

√
k +mLγk,m−1

−
√
k +m+ 1Lγk,m+1 +

√
k + 1Lγk+1,m−1 , m > 0 ,

−
√
kLγk−1,1 −

√
k + 1Lγk,−1

−
√
k + 1Lγk1 −

√
kLγk−1,−1 , m = 0 ,

−
√
kLγk−1,m−1 +

√
k −mLγk,m+1

−
√
k −m+ 1Lγk,m−1 +

√
k + 1Lγk+1,m+1 , m < 0 ,

∂y Lγkm =
i
√
γ

2



√
kLγk−1,m+1 +

√
k +mLγk,m−1

+
√
k +m+ 1Lγk,m+1 +

√
k + 1Lγk+1,m−1 , m > 0 ,√

kLγk−1,1 −
√
k + 1Lγk,−1

+
√
k + 1Lγk1 −

√
kLγk−1,−1 , m = 0 ,

−
√
kLγk−1,m−1 −

√
k −mLγk,m+1

−
√
k −m+ 1Lγk,m−1 −

√
k + 1Lγk+1,m+1 , m < 0 .

Proof We henceforth focus on positive integer numbers (k,m) ∈ N≥1 × N≥1;
similar arguments apply to non-positive integers m ≤ 0 and the special case
k = 0. The amount of technicalities in the proof is significantly reduced by
considering Lγkm : R2 → C : (x, y) 7→ Lγkm(x, y) as a complex function Lγkm :
C→ C : z = x+ i y = reiϑ 7→ Lγkm(z); that is, we set (k ∈ N, m ∈ N≥1)

Lγkm(z) = 1√
πCmk

γ
1
2 (m+1) fγkm(z) , fγkm(z) = zm e−

1
2γ|z|

2

Lmk
(
γ |z|2

)
;
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note that zm = rmeimϑ.
(i) Applying (8c) and (8e) we obtain ((k,m) ∈ N≥1 × N≥1)

z fγkm = fγk,m+1 − f
γ
k−1,m+1 ,

γ z fγkm = (k +m) fγk,m−1 − (k + 1) fγk+1,m−1 .

Employing the relation x = 1
2 (z + z) the first statement follows by a brief

calculation ((k,m) ∈ N≥1 × N≥1)

xLγkm = 1

2
√
πCmk

γ
1
2 (m+1)

(
z fγkm + z fγkm

)
= 1

2
√
πCmk

γ
1
2 (m+1)

(
fγk,m+1 − f

γ
k−1,m+1

)
+ 1

2
√
πCmk

γ
1
2 (m−1)

(
(k +m) fγk,m−1 − (k + 1) fγk+1,m−1

)
= 1

2
√
γ

(√
Cm+1
k

Cmk
Lγk,m+1 −

√
Cm+1
k−1

Cmk
Lγk−1,m+1

+ (k +m)

√
Cm−1
k

Cmk
Lγk,m−1 − (k + 1)

√
Cm−1
k+1

Cmk
Lγk+1,m−1

)
= 1

2
√
γ

(√
k +m+ 1Lγk,m+1 −

√
kLγk−1,m+1

+
√
k +mLγk,m−1 −

√
k + 1Lγk+1,m−1

)
;

similar considerations using the identity y = − 1
2 i (z − z) prove the assertion

for yLkm.
(ii) In order to deduce the statements for ∂x Lkm and ∂y Lkm we utilize

that the differential operators

∂z = 1
2

(
∂x − i ∂y

)
, ∂z̄ = 1

2

(
∂x + i ∂y

)
,

can be applied as if z and z were independent variables, see for instance [20,
Sect. 1.4]. Suitably combining the relations in (8c)–(8f) we thus obtain
((k,m) ∈ N≥1 × N≥1)

∂zf
γ
km(z) = k+1

2 fγk+1,m−1(z) + k+m
2 fγk,m−1(z) ,

∂z̄f
γ
km(z) = − γ

2 f
γ
k−1,m+1(z)− γ

2 f
γ
k,m+1(z) ;

due to ∂x = ∂z + ∂z̄ and ∂y = i (∂z − ∂z̄) the assertion follows. ♦

4.2 Functional analytic framework

We recall the basic relations for the complex-valued functions Lγkm introduced
in (10); henceforth, we employ the abbreviation M = N× Z.
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Complete orthonormal system. Time-splitting generalized-Laguerre–Fourier
pseudo-spectral methods for the full discretization of the two-dimensional
Gross–Pitaevskii equation (1)–(2) rely on the fact that the family
(Lγkm)(k,m)∈M consists of eigenfunctions associated with the densely defined
self-adjoint operator A : D(A) ⊂ L2(R2) → L2(R2) and forms a complete or-
thonormal system of the Lebesgue space L2(R2). In the following, we employ
the orthogonality relations(

Lγkm
∣∣Lγk′m′)L2 = δkk′ δmm′ , (k,m) , (k′,m′) ∈M , (11a)

and the spectral representation for functions u ∈ L2(R2)

u =
∑

(k,m)∈M

ckm(u)Lγkm , ckm(u) =
(
Lγkm

∣∣u)
L2 , (11b)

which by Parseval’s identity implies

‖u‖2L2 =
∑

(k,m)∈M

∣∣ckm(u)
∣∣2 , u ∈ L2(R2) . (11c)

Moreover, we utilize the eigenvalue relation

ALγkm =
(
− 1

2∆+ 1
2 γ (x2 + y2)−ΩLz

)
Lγkm = λkm Lγkm ,

λkm = γ (2k + |m|+ 1)−mΩ , (k,m) ∈M .
(11d)

Fractional power spaces. The basic requirement |Ω| < γ ensures that the lin-
ear operator A : D(A) ⊂ L2(R2) → L2(R2) is positive-definite, see also (2f)
and (4). As a consequence, for arbitrary exponents α ∈ R the fractional powers
Aα : Xα = D(Aα) ⊂ L2(R2)→ L2(R2), defined by

Aαu =
∑

(k,m)∈M

ckm(u)λαkm L
γ
km ,

‖u‖2Xα =
∥∥Aαu∥∥2

L2 =
∑

(k,m)∈M

∣∣ckm(u)
∣∣2 λ2α

km ,

Xα =
{
u ∈ L2(R2) : ‖u‖Xα <∞

}
,

(11e)

are again linear, self-adjoint, and positive-definite operators. The spaces Xα

are called fractional power spaces associated with the operator A; in particular,
the relations X0 = L2(R2) and X1 = D(A) hold true. Besides, for exponents
0 ≤ α ≤ α̃ and u ∈ Xα̃ the estimate

‖u‖Xα ≤ C ‖u‖Xα̃

is valid.



17

4.3 Estimates in fractional power spaces

In this section, we derive estimates for products of functions in fractional power
spaces. A first auxiliary result facilitates to relate estimates with respect to
Sobolev-norms to estimates in fractional power spaces.

Lemma 2 For any α ∈ N the relation

‖xu‖Xα + ‖y u‖Xα + ‖∂xu‖Xα + ‖∂yu‖Xα ≤ C ‖u‖Xα+1
2

, u ∈ Xα+ 1
2
,

holds with constant C > 0 depending in particular on γ and Ω.

Proof In order to treat all cases simultaneously, we denote by F ∈ {x, y, ∂x, ∂y}
a multiplication or differentiation operator, respectively. Lemma 1 implies that
FLγkm can be represented in the form

FLγkm =
∑

k′=k−1,k,k+1
m′=m−1,m+1

akmk′m′ L
γ
k′m′ , (k,m) ∈M ,

where only certain coefficients with neighboring indices are nonzero. Con-
versely, for (k′,m′) ∈ M given akmk′m′ 6= 0 holds for k ∈ {k′ − 1, k′, k′ + 1}
and m ∈ {m′ − 1,m′ + 1}. Consequently, we obtain

AαFu =
∑

(k,m)∈M

ckm(u)AαF Lγkm

=
∑

(k′,m′)∈M

∑
k=k′−1,k′,k′+1
m=m′−1,m′+1

ckm(u) akmk′m′ λ
α
k′m′ L

γ
k′m′ .

In order to relate the coefficients akmk′m′ with explicit values specified in
Lemma 1 to the eigenvalue λkm, we employ the estimate

λkm = γ (2k + |m|+ 1)−Ωm ≥ γ (2k + 1) + (γ − |Ω|) |m|
≥ (γ − |Ω|) (k + |m|+ 1) ,

recalling that |Ω| < γ by assumption, such that∣∣akmk′m′ ∣∣2 ≤ max
{
γ, γ−1

}
(k + |m|+ 1) ≤ 1

γ−|Ω| max
{
γ, γ−1

}
λkm ≤ C λkm .

By means of the arithmetic-geometric mean inequality the bound

<(zj zk) = <
(
(xj + i yj) (xk − i yk)

)
= xj xk + yj yk ≤

√
x2
j x

2
k +

√
y2
j y

2
k

≤ 1
2

(
x2
j + x2

k + y2
j + y2

k

)
= 1

2

(
|zj |2 + |zk|2

)
follows, which further implies∣∣∣ J∑

j=1

zj

∣∣∣2 =

J∑
j=1

|zj |2 + 2

J∑
j,k=1

k>j

<(zj zk) ≤ J
J∑
j=1

|zj |2 , (z1, . . . , zJ) ∈ CJ .
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Making use of the fact that λk′m′ ≤ Cλkm holds for all k′ ∈ {k − 1, k, k + 1}
and m′ ∈ {m− 1,m+ 1} we thus obtain∥∥AαFu∥∥2

X0
=

∑
(k′,m′)∈M

λ2α
k′m′

∣∣∣ ∑
k=k′−1,k′,k′+1
m=m′−1,m′+1

ckm(u) akmk′m′
∣∣∣2

≤ C
∑

(k′,m′)∈M

λ2α
k′m′

∑
k=k′−1,k′,k′+1
m=m′−1,m′+1

∣∣ckm(u)
∣∣2 λkm

= C
∑

(k,m)∈M

∣∣ckm(u)
∣∣2 λkm ∑

k′=k−1,k,k+1
m′=m−1,m+1

λ2α
k′m′

= C
∑

(k,m)∈M

∣∣ckm(u)
∣∣2 λ2α+1

km .

This further yields the estimate∥∥Fu∥∥2

Xα
=
∥∥AαFu∥∥2

X0
≤ C

∑
(k,m)∈M

∣∣ckm(u)
∣∣2 λ2α+1

km = C
∥∥Aα+ 1

2u
∥∥2

X0

= C ‖u‖2X
α+1

2

and proves the stated result. ♦

The following auxiliary result implies that fractional power spaces form a
normed algebra for positive integer exponents; its proof relies on Lemma 2 and
the well-known Sobolev imbedding theorem

‖u‖L∞ ≤ C ‖u‖H2 , u ∈ H2
(
R2
)
.

Lemma 3 For any α ∈ N≥1 the following estimates hold

‖u‖L∞ ≤ C ‖u‖H2 ≤ C ‖u‖Xα , u ∈ Xα ,

‖u v‖X0
≤ C ‖u‖X0

‖v‖Xα , u ∈ X0, v ∈ Xα ,

‖u v‖Xα ≤ C ‖u‖Xα‖v‖Xα , u, v ∈ Xα .

Proof The first estimate follows by means of the Sobolev imbedding theorem
and Lemma 2, since (u ∈ Xα)

‖u‖2L∞ ≤ C ‖u‖2H2 = C
(
‖u‖2L2 +

∥∥∂2
xu
∥∥2

L2 +
∥∥∂2

yu
∥∥2

L2

)
≤ C ‖u‖2Xα ;

this immediately implies the second bound (u ∈ X0, v ∈ Xα)

‖u v‖X0
= ‖u v‖L2 ≤ ‖u‖L2 ‖v‖L∞ ≤ C ‖u‖X0

‖v‖Xα .

In order to deduce the third estimate, we employ the special structure of the
linear operator

A = − 1
2

(
∂2
x + ∂2

y

)
+ 1

2 γ (x2 + y2) + iΩ
(
x ∂y − y ∂x

)
,
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see also (2f). For exponents α ∈ N≥1 the expression Aα(uv) is determined
by means of the differentiation rule of Leibnitz. The arising terms are then
estimated by suitably balancing the terms involved. For instance, we employ
the following relation (u, v ∈ Xα)∥∥∂2α−j

x u ∂jxv
∥∥
L2 ≤

∥∥∂2α−j
x u

∥∥
L2

∥∥∂jxv∥∥L∞ ≤ C ‖u‖Xα− j
2

‖v‖X j
2
+1

≤ C ‖u‖Xα‖v‖Xα ,

which remains valid for 0 ≤ j ≤ α if α ∈ N≥2; for the special case α = 1 we
instead apply the Cauchy–Schwarz inequality and the continuous imbedding
H1(R2) ⊂ L4(R2), see [2], to obtain∥∥∂xu ∂xv∥∥L2 ≤

∥∥∂xu∥∥L4

∥∥∂xv∥∥L4 ≤ C
∥∥∂xu∥∥H1

∥∥∂xv∥∥H1 ≤ C‖u‖H2‖v‖H2

≤ C‖u‖X1
‖v‖X1

.

In perspective of the extension of the auxiliary results to three space di-
mensions indicated in Section 5.3 we note that the continuous imbeddings
H2(R3) ⊂ L∞(R3) and H1(R3) ⊂ L4(R3) are valid. ♦

4.4 Sobolev-type inequalities

In this section, we derive a Sobolev-type inequality that is needed in the proof
of Lemma 6 to estimate the maximum value of a function defined on a curved
rectangular domain; prerequisites for its proof are provided by the following
result.

Lemma 4 (i) (See also [21]). For any u ∈ H1(a, b) with a < b the relation

max
x∈[a,b]

∣∣u(x)
∣∣ ≤ 1

b−a ‖u‖L1 +
∥∥ d

dxu
∥∥
L1 ≤ 1√

b−a ‖u‖L2 +
√
b− a

∥∥ d
dxu

∥∥
L2

is valid.

(ii) Let Ω = (a, b) × (c, d) with a < b and c < d. For any u ∈ H2(Ω1)
such that Ω1 ⊃ Ω is a bounded Lipschitz domain the estimate

max
(x,y)∈Ω

∣∣u(x, y)
∣∣ ≤ 1

(b−a)(d−c) ‖u‖L1 + 1
d−c

∥∥∂xu∥∥L1 + 1
b−a

∥∥∂yu∥∥L1

+ 2
∥∥∂xyu∥∥L1

≤ 1√
(b−a)(d−c)

‖u‖L2 +
√

b−a
d−c

∥∥∂xu∥∥L2

+
√

d−c
b−a

∥∥∂yu∥∥L2 + 2
√

(b− a)(d− c)
∥∥∂xyu∥∥L2

with respect to the norms in L1(Ω) and L2(Ω) holds.



20

Proof For completeness and as the derivation of statement (ii) relies on argu-
ments used in the derivation of statement (i), we include the proof of the first
Sobolev inequality.

(i) For any function u ∈ H1(a, b) the Sobolev imbedding theorem implies
u ∈ C[a, b]; indeed, for all x1, x2 ∈ [a, b] with x1 < x2 the estimate∣∣u(x1)− u(x2)

∣∣ ≤ ∫ x2

x1

∣∣ d
dxu(x)

∣∣ dx ≤
√
x2 − x1

∥∥ d
dxu

∥∥
L2 ≤

√
x2 − x1 ‖u‖H1

holds. Consequently, there exists x∗ ∈ [a, b] such that∣∣u(x∗)
∣∣ = min

x∈[a,b]

∣∣u(x)
∣∣ ≤ 1

b−a

∫ b

a

∣∣u(x)
∣∣ dx = 1

b−a ‖u‖L1 ,

and by the triangular inequality the estimate (x ∈ [a, b])∣∣u(x)
∣∣− ∣∣u(x∗)

∣∣ ≤ ∣∣u(x)− u(x∗)
∣∣ ≤ ∫ b

a

∣∣ d
dxu(x)

∣∣ dx =
∥∥ d

dxu
∥∥
L1

follows. Together with the Cauchy–Schwarz inequality this proves the first
statement.

(ii) Let (x1, y1), (x2, y2) ∈ Ω = [a, b]× [c, d]. For any function u ∈ H2(Ω1)
the Sobolev imbedding theorem ensures u ∈ C(Ω1); setting

v(·) =

∫ y2

y1

∂yu(·, y) dy ∈ H1(a, b) ,

statement (i) thus implies∣∣u(x1, y1)− u(x1, y2)
∣∣ =

∣∣v(x1)
∣∣ ≤ max

x∈[a,b]

∣∣v(x)
∣∣

≤ 1
b−a

∫ b

a

∣∣v(x)
∣∣ dx+

∫ b

a

∣∣ d
dxv(x)

∣∣ dx

≤ 1
b−a

∫ b

a

∫ d

c

∣∣∂yu(x, y)
∣∣ dy dx+

∫ b

a

∫ d

c

∣∣∂xyu(x, y)
∣∣ dy dx

= 1
b−a

∥∥∂yu∥∥L1 +
∥∥∂xyu∥∥L1 ,

where the upper bound is independent of y1, y2 ∈ [c, d]; analogously, we obtain∣∣u(x1, y2)− u(x2, y2)
∣∣ ≤ 1

d−c
∥∥∂xu∥∥L1 +

∥∥∂xyu∥∥L1 .

As a consequence, the estimate∣∣u(x1, y1)− u(x2, y2)
∣∣ ≤ ∣∣u(x1, y1)− u(x1, y2)

∣∣+
∣∣u(x1, y2)− u(x2, y2)

∣∣
≤ 1

d−c
∥∥∂xu∥∥L1 + 1

b−a
∥∥∂yu∥∥L1 + 2

∥∥∂xyu∥∥L1

(13)

follows. Similarly to before, we use that the minimum value satisfies∣∣u(x∗, y∗)
∣∣ = min

(x,y)∈Ω

∣∣u(x, y)
∣∣ ≤ 1

(b−a)(d−c) ‖u‖L1 .

Setting (x2, y2) = (x∗, y∗) and applying the Cauchy–Schwarz inequality proves
the assertion. ♦
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The following result provides a Sobolev-type inequality on a curved rect-
angle; such a domain naturally arises in connection with polar coordinates.

Lemma 5 For 0 < ra < rb, ϑa < ϑb, and ϑb − ϑa ≤ 2π set

R =
{

(x, y) = (r cosϑ, r sinϑ) : r ∈ (ra, rb), ϑ ∈ (ϑa, ϑb)
}
.

Then for any u ∈ H2(R2) the estimate

max
(x,y)∈R

∣∣u(x, y)
∣∣ ≤ c0 ‖u‖L2 + (c11 + c12 + c13)

(∥∥∂xu∥∥L2 +
∥∥∂yu∥∥L2

)
+ c2

(∥∥∂2
xu
∥∥
L2 +

∥∥∂2
yu
∥∥
L2 +

∥∥∂xyu∥∥L2

)
,

c0 = 1√
VolR

= 1√
1
2 (r2b−r2a) (ϑb−ϑa)

,

c11 = 1√
ϑb−ϑa

√
ln rb

ra
≤ 1√

ϑb−ϑa

√
r2b−r

2
a

2r2a
, c12 =

√
(ϑb−ϑa) (ra+rb)

2(rb−ra) ,

c13 = 2
√

(ϑb − ϑa) ln rb
ra
≤ 2
√
ϑb − ϑa

√
r2b−r

2
a

2r2a
,

c2 = 2
√

VolR =
√

2 (r2
b − r2

a) (ϑb − ϑa) ,

is valid with respect to the norm in L2(R).

Proof The derivation of the statement relies on a transformation from Carte-
sian coordinates (x, y) ∈ R2 to polar coordinates (r, ϑ) ∈ [0,∞)×[0, 2π) and an
application of the Sobolev inequality provided by Lemma 4. For this purpose,
it is useful to introduce the associated rectangle

R̃ =
{

(r, ϑ) : r ∈ (ra, rb), ϑ ∈ (ϑa, ϑb)
}

;

besides, for some bounded Lipschitz domain R̃1 ⊇ R̃ we define ũ ∈ H2(R̃1) by

ũ(r, ϑ) = u(r cosϑ, r sinϑ) = u(x, y) , (r, ϑ) ∈ R̃1 .

For all (x1, y1), (x2, y2) ∈ R relation (13) yields the bound∣∣u(x1, y1)− u(x2, y2)
∣∣ =

∣∣ũ(r1, ϑ1)− ũ(r2, ϑ2)
∣∣

≤ 1
ϑb−ϑa

∥∥∂rũ∥∥L1(R̃)
+ 1

rb−ra

∥∥∂ϑũ∥∥L1(R̃)
+ 2

∥∥∂rϑũ∥∥L1(R̃)
.

We next deduce estimates for the quantities arising on the right-hand side; the
relations∣∣∂rũ(r, ϑ)

∣∣ =
∣∣ cosϑ∂xu(x, y) + sinϑ∂yu(x, y)

∣∣ ≤ ∣∣∂xu(x, y)
∣∣+
∣∣∂yu(x, y)

∣∣ ,∣∣∂ϑũ(r, ϑ)
∣∣ = r

∣∣− sinϑ∂xu(x, y) + cosϑ∂yu(x, y)
∣∣

≤ r
(∣∣∂xu(x, y)

∣∣+
∣∣∂yu(x, y)

∣∣) ,∣∣∂rϑũ(r, ϑ)
∣∣ =

∣∣− sinϑ∂xu(x, y) + cosϑ∂yu(x, y)− r sinϑ cosϑ∂2
xu(x, y)

+ r sinϑ cosϑ∂2
yu(x, y) + r (cos2 ϑ− sin2 ϑ) ∂xyu(x, y)

∣∣
≤
∣∣∂xu(x, y)

∣∣+
∣∣∂yu(x, y)

∣∣
+ r

(∣∣∂2
xu(x, y)

∣∣+
∣∣∂2
yu(x, y)

∣∣+
∣∣∂xyu(x, y)

∣∣) ,
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together with suitable integral transformations and the Cauchy–Schwarz in-
equality imply∥∥∂rũ∥∥L1(R̃)

=

∫ rb

ra

∫ ϑb

ϑa

∣∣∂rũ(r, ϑ)
∣∣ dϑ dr

≤
∫
R

1√
x2+y2

∣∣∂xu(x, y)
∣∣ d(x, y) +

∫
R

1√
x2+y2

∣∣∂yu(x, y)
∣∣ d(x, y)

≤
(∫

R

1
x2+y2 dxdy

) 1
2 (∥∥∂xu∥∥L2(R)

+
∥∥∂yu∥∥L2(R)

)
=

(∫ rb

ra

∫ ϑb

ϑa

1
r dϑ dr

) 1
2 (∥∥∂xu∥∥L2(R)

+
∥∥∂yu∥∥L2(R)

)
=
√

(ϑb − ϑa) ln rb
ra

(∥∥∂xu∥∥L2(R)
+
∥∥∂yu∥∥L2(R)

)
,

and, in a similar manner, we obtain∥∥∂ϑũ∥∥L1(R̃)
≤
√

1
2 (ϑb − ϑa) (r2

b − r2
a)
(∥∥∂xu∥∥L2(R)

+
∥∥∂yu∥∥L2(R)

)
,∥∥∂rϑũ∥∥L1(R̃)

≤
√

(ϑb − ϑa) ln rb
ra

(∥∥∂xu∥∥L2(R)
+
∥∥∂yu∥∥L2(R)

)
,

+
√

1
2 (ϑb − ϑa) (r2

b − r2
a)
(∥∥∂2

xu
∥∥
L2(R)

+
∥∥∂2

yu
∥∥
L2(R)

+
∥∥∂xyu∥∥L2(R)

)
;

we further note that the estimate

ln rb
ra

= 1
2

(
ln r2

b − ln r2
a

)
= 1

2

∫ r2b

r2a

1
r dr ≤ 1

2
r2b−r

2
a

r2a

holds. Inserting the above bounds thus yields∣∣u(x1, y1)− u(x2, y2)
∣∣ ≤ (c11 + c12 + c13)

(∥∥∂xu∥∥L2(R)
+
∥∥∂yu∥∥L2(R)

)
+ c2

(∥∥∂2
xu
∥∥
L2(R)

+
∥∥∂2

yu
∥∥
L2(R)

+
∥∥∂xyu∥∥L2(R)

)
.

As in the proof of Lemma 4 we use that the minimum value satisfies∣∣u(x∗, y∗)
∣∣ = min

(x,y)∈R

∣∣u(x, y)
∣∣ ≤ 1

VolR ‖u‖L1(R) ≤ 1√
VolR

‖u‖L2(R) ;

setting (x2, y2) = (x∗, y∗) proves the assertion. ♦

4.5 Estimate in a discrete L2-norm

In the following, we deduce a bound with respect to a discrete L2-norm related
to Gauß–Laguerre quadrature and weights, needed for the estimation of the
generalized-Laguerre–Fourier spectral interpolant. For this purpose, we first
study the asymptotical distribution of the Gauß–Laguerre quadrature nodes
and weights.
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Gauß–Laguerre quadrature nodes and weights. For the (standard) Laguerre
polynomial of degree κ ∈ N≥1

Lκ(r) = L0
κ(r) = 1

κ! er dκ

drκ

(
e−r rκ

)
, r ∈ R , (15a)

the zeros and corresponding weights associated with the Gauß–Laguerre
quadrature formula of order 2κ are henceforth denoted by(

%jκ, ωjκ
)κ−1

j=0
, (15b)

see also (8) for the definition of the generalized-Laguerre polynomials and [11]
for the numerical computation of the quadrature nodes and weights. That is,
for a (regular) function f : R≥0 → R an approximation to the integral over
the positive real line is obtained by

κ−1∑
j=0

ωjκ f(%jκ) ≈
∫ ∞

0

e−% f(%) d% , (15c)

with exact quadrature for polynomials of degree at most 2κ− 1.

Asymptotical distribution. The smallest zero and the largest zero of the κ-th
Laguerre polynomial satisfy the relations

C1 κ−1 ≤ %0κ ≤ C2 κ−1 , %κ−1,κ ≤ 4κ , (16a)

with constants C1, C2 > 0 independent of κ, see [15, Thm 1.4 (1.22)] and [19,
§18.16.13]. Following [15, Eq. (1.18)] we introduce the function

ϕκ : [0, 4κ] −→ R : r 7−→ ϕκ(r) =

√
r + 4κ−1 (8κ− r)
κ
√

4κ+ 4κ
1
3 − r

.

For κ ≥ κ0 the quadrature weights satisfy the relation (j = 0, 1, . . . , κ− 1)

C1 ϕκ(%jκ) ≤ ωjκ e%jκ ≤ C2 ϕκ(%jκ) , (16b)

with constants C1, C2 independent of κ and j, see [15, Thm 1.3 (1.19)]; further-
more, for κ ≥ 1 the relation (j = 1, 2, . . . , κ− 1)

C1ϕκ(%jκ) ≤ %jκ − %j−1,κ ≤ C2 ϕκ(%jκ) (16c)

holds with constants C1, C2 independent of κ and j, see [16, Theorem 1.4]. By
elementary calculus it follows that ϕκ has no local extremum in (0, 4κ) for all
κ ≥ 2; hence the minimum and maximum values are attained at the boundary
points r = 0 and r = 4κ, respectively, such that

ϕκ(r) ≥ ϕκ(0) =
8√

κ2 + κ
4
3

≥ 4
√

2κ−1 , r ∈ [0, 4κ] , (16d)

ϕκ(r) ≤ ϕκ(4κ) = 4

√
κ+ κ−1

κ1/6
≤ 4
√

2κ
1
3 , r ∈ [0, 4κ] . (16e)
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Moreover, due to the fact that the function r 7→ (8κ−r)2

4κ+4κ
1
3−r

has no local maxi-

mum in (0, 4κ) and thus attains its maximum at r = 0 or r = 4κ, the estimate

1
r

(
ϕκ(r)

)2
=

(1 + 4
κr ) (8κ− r)2

κ2 (4κ+ 4κ
1
3 − r)

≤ C (8κ− r)2

κ2(4κ+ 4κ
1
3 − r)

≤ C κ− 1
3 , Cκ−1 ≤ r ≤ 4κ ,

(16f)

is valid, and by means of relation (16a) the bound

ϕκ(%0κ) ≤
8κ
√

(C2 + 4)κ−1

κ
√

4κ+ 4κ
1
3 − C2κ−1

≤ C κ
− 1

2

κ
1
2

= Cκ−1 (16g)

follows.

Discrete L2-norm. In regard to (9) and (15) we introduce the scaled Gauß–
Laguerre nodes and weights (j = 0, 1, . . . , κ− 1)

rjκ =
√

%jκ
γ , wjκ = π

γ ωjκ e%jκ , (17a)

which yields the quadrature approximation

κ−1∑
j=0

wjκ g(rjκ) = π
γ

κ−1∑
j=0

ωjκ e%jκ g
(√

%jκ
γ

)
≈ π

γ

∫ ∞
0

g
(√

%
γ

)
d% = 2π

∫ ∞
0

r g(r) dr ,

see also [4, Eq. (2.29)]; furthermore, we consider the equidistant nodes associ-
ated with the trapezoidal rule (µ ∈ N≥1, s = 0, 1, . . . , µ− 1)

ϑsµ = 2πs
µ . (17b)

The iterated quadrature formula then leads to the approximation

1
µ

κ−1∑
j=0

µ−1∑
µ=0

wjκ g(rjκ, ϑsµ) ≈
∫ ∞

0

∫ 2π

0

r g(r, ϑ) dϑdr ;

we note that the weight associated with the trapezoidal rule is reflected in the
prefactor 1

µ and the scaling of wjκ. Employing in addition a transformation to

polar coordinates this explains the following definition of a discrete L2-norm
for functions u ∈ H2(R2) ⊂ C(R2)

‖u‖2κµ = 1
µ

κ−1∑
j=0

µ−1∑
s=0

wjκ
∣∣u(rjκ cosϑsµ, rjκ sinϑsµ)

∣∣2
≈ ‖u‖2L2 =

∫
R2

∣∣u(x, y)
∣∣2 d(x, y) =

∫ ∞
0

r
∣∣u(r cosϑ, r sinϑ)

∣∣2 dϑ dr .

(17c)
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The following result relates the discrete L2-norm to the L2-norm and
Sobolev-seminorms; its proof relies on the Sobolev-type inequality provided
by Lemma 5 and the above relations on the asymptotic distribution of the
Gauß–Laguerre quadrature nodes and weights.

Lemma 6 For any u ∈ H2(R2) the bound

‖u‖κµ ≤ C
(
‖u‖L2 +

(
κ−1/6 + µ−1κ

1
2

)
|u|H1 +

(
µ−1κ

1
3 + κ−

1
2

)
|u|H2

)
≤ C

(
‖u‖L2 + µ−1/6 |u|H1 + µ−

1
2 |u|H2

)
is valid, where in the second estimate the positive integers κ, µ ∈ N≥1 are
chosen proportional to each other.

Proof We first deduce a suitable estimate (j = 1, . . . , κ− 1, s = 0, . . . , µ− 1)

1
µ wjκ

∣∣u(rjκ cosϑsµ, rjκ sinϑsµ)
∣∣2 ≤ 1

µ wjκ max
(x,y)∈Rκµjs

|u(x, y)|2, (18)

where Rκµjs denotes the curved rectangle

Rκµjs =
{

(x, y) = (r cosϑ, r sinϑ) : r ∈ (rj−1,κ, rjκ), ϑ ∈ (ϑsµ, ϑs+1,µ)
}

;

the remaining contributions in (17) for j = 0, s = 0, . . . , µ− 1 will be treated
separately. We apply Lemma 5 and the above estimates (16), which in terms
of the scaled Gauß–Laguerre quadrature nodes and weights yields the bounds

C1 κ−1 ≤ r2
jκ ≤ C2 κ , j = 0, 1, . . . , κ− 1 ,

C3 κ−1 ≤ C4 wjκ ≤ C5 (r2
jκ − r2

j−1,κ) ≤ C6 wjκ ≤ C7 κ
1
3 , j = 1, 2, . . . , κ− 1 ,

wjκ
r2jκ−r

2
j−1,κ

r2j−1,κ
≤ C ϕκ(%jκ)

%j−1,κ
≤ C ϕκ(%j−1,κ)

%j−1,κ
≤ C8 κ−

1
3 , j = 1, 2, . . . , κ− 1 ,

involving constants that are independent of κ; here, we applied the esti-
mate ϕκ(%jκ) ≤ Cϕκ(%j−1,κ) which follows from [15, Eq. (7.14), Thm 7.3 (c)]
and (16f). It remains to estimate the constants arising in Lemma 5 with the
help of the above relations

1
µ wjκ c

2
0 ≤ C 1

(ϑs+1,µ−ϑsµ)µ
wjκ

r2jκ−r2j−1,κ
≤ C ,

1
µ wjκ c

2
11 ≤ C 1

(ϑs+1,µ−ϑsµ)µ wjκ
r2jκ−r

2
j−1,κ

r2j−1,κ
≤ C κ− 1

3 ,

1
µ wjκ c

2
12 ≤ C 1

µ (ϑs+1,µ − ϑsµ)wjκ
rj−1,κ+rjκ
rjκ−rj−1,κ

≤ C µ−2 (r2
j,κ − r2

j−1,κ)
rj−1,κ+rjκ
rjκ−rj−1,κ

= C µ−2 (rj−1,κ + rjκ)2 ≤ C µ−2 κ ,

1
µ wjκ c

2
13 ≤ C 1

µ (ϑs+1,µ − ϑsµ)wjκ
r2jκ−r

2
j−1,κ

r2j−1,κ
≤ C µ−2 κ−

1
3 ,

1
µ wjκ c

2
2 ≤ C 1

µ (ϑs+1,µ − ϑsµ)wjκ (r2
jκ − r2

j−1,κ) ≤ C µ−2 κ
2
3 .
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Using these estimates together with the arithmetic-geometric mean inequality
and applying the following relation for disjoint domains

‖u‖2L2(Ω1) + ‖u‖2L2(Ω2) =

∫
Ω1

|u|2 +

∫
Ω2

|u|2 =

∫
Ω1∪Ω2

|u|2 = ‖u‖2L2(Ω1∪Ω2) ,

we obtain the estimate

1
µ

κ−1∑
j=1

µ−1∑
s=0

wjκ
∣∣u(rjκ cosϑsµ, rjκ sinϑsµ)

∣∣2
≤ C

(
‖u‖2L2 + (κ−

1
3 + µ−2κ) |u|2H1 + µ−2 κ

2
3 |u|2H2

)
.

Similar arguments lead to the bound

1
µ w1κ

µ−1∑
s=0

∣∣u(r1κ cosϑsµ, r1κ sinϑsµ)
∣∣2 ≤ w1κ ‖u‖L∞ ≤ C κ−1 ‖u‖H2 .

Altogether, the stated result follows. ♦

4.6 Generalized-Laguerre–Fourier spectral interpolant

In the following, we introduce the generalized-Laguerre–Fourier spectral inter-
polant, obtained from the spectral representation by a restriction to finitely
many basis functions and the application of the Gauß–Laguerre quadrature
formula as well as the trapezoidal rule for the numerical approximation of
the spectral coefficients. Moreover, we state an estimate for the generalized-
Laguerre–Fourier spectral interpolant; together with Lemma 6 this fundamen-
tal result is needed in order to deduce a stability bound for the fully discrete
evolution operator.

Notation. For the following, we fix positive integers (K,M) ∈ N≥1 × N≥2,
where we assume that M is an even number, and employ the abbreviations

MKM =
{

0, 1, . . . ,K − 1
}
×
{
− M

2 ,−
M
2 + 1, . . . , M2 − 1

}
⊂M = N× Z ,

KKM =
{

0, 1, . . . ,K + M
2 − 1

}
×
{

0, 1, . . . ,M − 1
}
⊂ N× N .

(19)
For the zeros of the (standard) Laguerre polynomial of degree K + M

2 , the
associated scaled Gauß–Laguerre nodes and weights, the equidistant nodes
associated with the trapezoidal rule, and the corresponding nodes in Cartesian
coordinates, we write

%j = %jκ , ωj = ωjκ , rj =
√

%j
γ , wj = π

γ ωj e%j , ϑs = ϑsM ,

xjs = rj cosϑs, yjs = rj sinϑs, (j, s) ∈ KKM ,

for short, see also (15) as well as (17) with κ = K + M
2 and µ = M .
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Orthogonal projection and spectral interpolant. For convenience, we recall the
spectral representation with respect to the generalized-Laguerre–Fourier basis
functions

u =
∑

(k,m)∈M

ckm(u)Lγkm , u ∈ L2(R2) , (20a)

involving the complex coefficients

ckm(u) =
(
Lγkm

∣∣u)
L2 =

∫
R2

Lγkm(x, y)u(x, y) d(x, y)

=

∫ ∞
0

∫ 2π

0

r L̃γk,|m|(r) e−imϑ u(r cosϑ, r sinϑ) dϑ dr ,

(20b)

see (10) and (11). The orthogonal projection onto the subspace

XKM = span
{
Lγkm : (k,m) ∈MKM

}
is defined by

PKM (u) =
∑

(k,m)∈MKM

ckm(u)Lγkm .

In accordance with (17), we define the spectral interpolant by

QKM u =
∑

(k,m)∈MKM

c̃km(u)Lγkm ,

c̃km(u) = 1
M

∑
(j,s)∈KKM

wj Lγkm(xjs, yjs)u(xjs, yjs) ,
(20c)

that is, approximations c̃km(u) ≈ ckm(u) are obtained by a representation of
the integral in polar coordinates, the substitution % = γr2, and applications
of the Gauß–Laguerre quadrature formula as well as the trapezoidal rule; evi-
dently, the spectral interpolant is well-defined for any function u ∈ C(R2). We
point out that the interpolation property at the quadrature nodes only holds
approximately, i.e.,

u(xjs, yjs) ≈ (QKMu)(xjs, yjs) , (j, s) ∈ KKM ,

since the number of interpolation points #KKM = (K + M
2 )M exceeds the

number of basis functions #MKM = KM . However, the choice κ = K + M
2

and not merely κ = K is needed in order to ensure exact quadrature, which
then also ensures the validity of a basic discrete orthogonality relation.
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Basic relations for spectral interpolants. Fundamental relations and a first esti-
mate for the generalized-Laguerre–Fourier spectral interpolant are provided by
the following result; we recall the definition of the discrete L2-norm, see (17).

Lemma 7 (i) The spectral basis functions (Lkm)(k,m)∈MKM
satisfy the dis-

crete orthogonality relation

1
M

∑
(j,s)∈KKM

wj Lγkm(xjs, yjs)Lγk′m′(xjs, yjs) = δkk′ δmm′

for all (k,m), (k′,m′) ∈MKM .

(ii) For any u ∈ L2(R2) the identity

QKM PKM u = PKM u

holds.

(iii) For any u ∈ C(R2) the bound∥∥QKMu∥∥L2 =
∥∥QKMu∥∥K+M

2 ,M
≤ ‖u‖K+M

2 ,M

is valid.

Proof (i) By definition (10) and the discrete orthogonality relation for the
Fourier spectral method (m,m′ = −M2 , . . . ,

M
2 − 1)

1
M

M−1∑
s=0

e−imϑs eim′ϑs = δmm′ ,

easily shown with the help of the geometric series, we obtain the identity
((k,m), (k′,m′) ∈MKM )

1
M

∑
(j,s)∈KKM

wj Lγkm(xjs, yjs)Lγk′m′(xjs, yjs)

=

(
1
M

M−1∑
s=0

ei(m′−m)ϑs

)K+M
2 −1∑

j=0

wj L̃
γ
k,|m|(rj) L̃

γ
k′,|m′|(rj)


= δmm′

K+M
2 −1∑

j=0

wj L̃
γ
k,|m|(rj) L̃

γ
k′,|m|(rj) ,

see also Section 4.1. Recalling the definition (9) of the scaled generalized-
Laguerre functions, the exactness of the Gauß–Laguerre quadrature formula
for polynomials of degree at most 2K + M − 1, especially fulfilled for the
polynomial % 7→ %m Lmk (%)Lmk′(%) of degree at most 2K+ M

2 −2, together with



29

the orthogonality relation for the generalized-Laguerre polynomials further
imply (k, k′ = 0, 1, . . . ,K − 1, m = 0, 1, . . . , M2 )

K+M
2 −1∑

j=0

wj L̃
γ
km(rj) L̃

γ
k′m(rj) = π

γ

K+M
2 −1∑

j=0

ωj e%j L̃γkm
(√%j

γ

)
L̃γk′m

(√%j
γ

)

= 1√
Cmk C

m
k′

K+M
2 −1∑

j=0

ωj %
m
j L

m
k (%j)L

m
k′(%j)

= 1√
Cmk C

m
k′

∫ ∞
0

rm e−r Lmk (r)Lmk′(r) dr

= δkk′ ,

which proves the first statement.
(ii) The aim is to show that for a function of the form

u =
∑

(k,m)∈MKM

ckm(u)Lγkm

the relation c̃km(u) = ckm(u) holds for all (k,m) ∈ M, see (20). Due to
linearity it is sufficient to consider u = Lγk′m′ for (k′,m′) ∈ MKM , where the
assertion follows at once by the orthogonality relation for the basis functions
and its discrete analogue ((k,m), (k′,m′) ∈MKM )

c̃km(Lγk′m′) = 1
M

∑
(j,s)∈KKM

wj Lγkm(xjs, yjs)Lγk′m′(xjs, yjs)

= δkk′δmm′ =
(
Lγkm

∣∣Lγk′m′)L2 = ckm(Lγkm) .

(iii) For the following considerations it is convenient to employ compact
matrix notations. For a given function u ∈ C(R2) we collect the function val-
ues at the interpolation points in a column vector, with indices (j, s) ∈ KKM
occurring in the order (0, 0), . . . , (K+ M

2 −1, 0), (0, 1), . . . , (K+ M
2 −1,M−1),

and in a similar manner we collect the corresponding spectral coefficients
in a column vector, with indices (k,m) ∈ MKM occurring in the order
(0, 0), . . . , (K − 1, 0), (0, 1), . . . , (K − 1,M − 1)

u =
(
u(xjs, yjs)

)
∈ R(K+M

2 )M , û =
(
c̃km(u)

)
∈ RKM .

In addition, we introduce a diagonal matrix comprising the quadrature weights
as well as a matrix comprising the values of the basis functions at the quadra-
ture nodes

W = 1
M diag(wj) ∈ R(K+M

2 )M×(K+M
2 )M ,

L =
(
Lγkm(xjs, yjs)

)
∈ RKM×(K+M

2 )M ,

where the weights (wj)
K+M

2 −1
j=0 occur M times, with indices (j, s) indexing

columns and indices (k,m) indexing rows in the same orders as in the vectors u
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and û, respectively. The spectral transformation and the discrete orthogonality
relation are then given by

û = L†Wu , L†WL = I ,

where L† denotes the conjugate transpose of the matrix L. The evaluation of
the spectral interpolant at the interpolation points corresponds to the mapping
û 7→ Lû, and the vector comprising the values of the spectral interpolant at
the interpolation points is given by

(
QKMu(xjs, yjs)

)
= Qu = Lû = LL†Wu ∈ R(K+M

2 )M .

Moreover, the discrete L2-norm defined in (17) equals

‖u‖2
K+M

2 ,M
= u†Wu .

As a consequence, by Parseval’s identity and the discrete orthogonality relation
the identity

∥∥QKMu∥∥2

L2 =
∑

(k,m)∈MKM

∣∣c̃km(u)
∣∣2 = û†û =

(
L†Wu

)†(
L†Wu

)
= u†WLL†Wu = u†WLL†WLL†Wu

=
(
LL†Wu

)†
W
(
LL†Wu

)
=
(
Qu
)†
W
(
Qu
)

=
∥∥Qu∥∥2

K+M
2 ,M

follows. As the orthogonality relation L†WL = I implies

WLL†W
(
I − LL†W

)
= WLL†W −WLL†WLL†W = 0 ,

we finally obtain the estimate

‖u‖2
K+M

2 ,M
=
∥∥QKMu+ (I −QKM )u

∥∥2

K+M
2 ,M

=
(
Qu+ (I −Q)u

)†
W
(
Qu+ (I −Q)u

)
= u†

(
LL†W + (I − LL†W )

)†
W
(
LL†W + (I − LL†W )

)
u

=
∥∥Qu∥∥2

K+M
2 ,M

+
∥∥(I −Q)u

∥∥2

K+M
2 ,M

+ 2<
(
u†WLL†W (I − LL†W )u

)
≥
∥∥QKMu∥∥2

K+M
2 ,M

=
∥∥QKMu∥∥2

L2 ,

which proves the assertion. ♦
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Estimates for spectral interpolants in fractional power spaces. The following
result provides estimates for the generalized-Laguerre–Fourier spectral inter-
polant in fractional power spaces associated with the dominant linear part.
We recall the definition of the fractional power spaces and note that the spec-
tral interpolant is well defined for any function u ∈ Xα with α ∈ N≥1, see
Section 4.2 and Lemma 3. We denote by

λmax = max
(k,m)∈MKM

λkm ≤ C (K +M)

the maximal eigenvalue in the index set MKM and further set

‖u‖L∞(KKM ) = max
{∣∣u(xjs, yjs)

∣∣ : (j, s) ∈ KKM
}
,

see also (11d).

Lemma 8 Let (K,M) ∈ N≥1 × N≥1 with M an even number and α ∈ N≥1.
(i) For all u, v ∈ Xα the relations∥∥QKMu∥∥Xα ≤ λαmax

∥∥QKMu∥∥X0
,∥∥QKM (uv)

∥∥
X0
≤ ‖u‖L∞(KKM )‖v‖K+M

2 ,M
≤ C ‖u‖Xα‖v‖K+M

2 ,M
,

are valid.
(ii) Provided that the positive integers K and M are proportional, for any

u ∈ Xα and for 0 ≤ ζ ≤ α the estimates∥∥QKMu∥∥X0
≤ ‖u‖K+M

2 ,M

≤ C
(
‖u‖X0 +M−1/6 ‖u‖X 1

2

+M−
1
2 ‖u‖X1

)
≤ C ‖u‖Xα ,∥∥(QKM − I)u

∥∥
Xζ
≤ C λ−(α−ζ)

max

(
1 + λ

1
2
maxM

−1/6 + λmaxM
− 1

2

)
‖u‖Xα

≤ CM−(α−ζ− 1
2 ) ‖u‖Xα ,

are valid.

Proof We recall assumption (4) on the angular momentum rotation speed.
(i) The first statement follows immediately from the relation∥∥QKMu∥∥Xα =

∥∥∥ ∑
(k,m)∈MKM

c̃km(u)λαkm L
γ
km

∥∥∥
X0

≤ λαmax

∥∥QKMu∥∥X0
,

and by Lemma 3 we obtain∥∥QKM (uv)
∥∥2

X0
=
∥∥QKM (uv)

∥∥2

K+M
2 ,M

= 1
M

∑
(j,s)∈KK,M

wj
∣∣u(xjs, yjs)

∣∣2 ∣∣v(xjs, yjs)
∣∣2

≤ ‖u‖2L∞(KKM ) ‖v‖
2
K+M

2
≤ C ‖u‖2Xα‖v‖

2
K+M

2 ,M
.
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(ii) We apply Lemma 3 as well as Lemma 6. For u ∈ Xα with α ∈ N≥1

and for 0 ≤ ζ ≤ α, due to

Aζ
(
PKM − I)u = −

∑
(k,m)∈M\MKM

ckm(u)λζkm L
γ
km,

we obtain the estimate∥∥Aζ(PKM − I)u
∥∥2

X0
=

∑
(k,m)∈M\MKM

∣∣ckm(u)
∣∣2λ2ζ

km

≤ λ−2(α−ζ)
max

∑
(k,m)∈M\MKM

∣∣ckm(u)
∣∣2 λ2α

km

≤ λ−2(α−ζ)
max

∑
(k,m)∈M

∣∣ckm(u)
∣∣2 λ2α

km = λ−2(α−ζ)
max ‖u‖2Xα .

Applying the identity

QKM − I = (QKM − PKM ) + (PKM − I) = QKM (I − PKM ) + (PKM − I) ,

the assertion follows from∥∥(QKM − I)u
∥∥
Xζ
≤
∥∥QKM (I − PKM )u

∥∥
Xζ

+
∥∥(PKM − I)u

∥∥
Xζ

≤ λζmax

∥∥QKM (I − PKM )u
∥∥
X0

+ λ−(α−ζ)
max ‖u‖Xα

≤ C λζmax

(∥∥(I − PKM )u
∥∥
X0

+M−1/6
∥∥(I − PKM )u

∥∥
X 1

2

+M−
1
2

∥∥(I − PKM )u
∥∥
X1

)
+ λ−(α−ζ)

max ‖u‖Xα

≤ C λ−(α−ζ)
max

(
1 + λ

1
2
maxM

−1/6 + λmaxM
− 1

2

)
‖u‖Xα ;

note that for integers K proportional to M we may use that λmax ≤ CM . ♦

5 Convergence analysis

This section is devoted to the derivation of a convergence result for full dis-
cretizations of time-dependent Gross–Pitaevskii equations with additional ro-
tation term by time-splitting generalized-Fourier–Laguerre–Hermite pseudo-
spectral methods, see Theorem 1. Our approach in the lines of [10,17,23] in
particular utilizes the stability and error analysis for semi-discretizations in
time given therein. In order to keep the manuscript at a reasonable length,
we focus on the second-order Strang splitting method and do not specify the
local error expansion found in [17]; based on the general approach [23] and
the auxiliary results provided in Section 4 the analysis extends to higher-order
splitting methods. We meanwhile restrict ourselves to the case of two space
dimensions; the extension to the three-dimensional Gross–Pitaevskii equation
is indicated in Section 5.3. For simplicity, we henceforth assume that the space
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discretization parameters are proportional; thus, it suffices to indicate the de-
pendence of the spectral interpolation operator and the numerical solution
on the even integer M ∈ N≥2. The consideration of a constant time stepsize
∆t > 0 facilitates a minor simplification in notation.

Space and time discretization (Strang). For convenience, we recall the recur-
rence relations

un+1
M = FM (∆t)unM = e−

1
2 i∆tAQM e− i∆tB[UnM ] UnM ,

UnM = e−
1
2 i∆tAQM unM ,

un+1 = S(∆t)un = e−
1
2 i∆tA e− i∆tB[Un] Un , Un = e−

1
2 i∆tA un ,

for the fully discrete solution (unM )Nn=0 to (2) and its time-discrete ana-
logue (un)Nn=0, employing formally linear notations, see also (5) and Section 4.6
for the definition of the spectral interpolation operator.

5.1 Semi-discretization in time

In order to establish a convergence estimate for the Strang time-splitting
method applied to the time-dependent two-dimensional Gross–Pitaevskii equa-
tion with rotation term, we pursue the standard approach of combining stabil-
ity bounds and local error estimates. We note that our approach following [23]
is general and permits to cover different spectral methods; the particular choice
of the specific spectral method enters in the definition of the operators A,B
and the auxiliary results deduced in Section 4.

5.1.1 Stability

Estimates for the evolution operator associated with B. Bounds for the action
of the operator B and the associated evolution operator in fractional power
spaces are provided by the following result. By means of the auxiliary results
deduced in Section 4.3 the corresponding estimates given in [23] carry over
literally, see also [10,17].

Lemma 9 Let α ∈ N≥1 and set ζ = 0 or ζ = α, respectively. Then for u ∈ Xα

and v ∈ Xζ the bounds∥∥B[u] v
∥∥
Xζ
≤ C

(
‖V ‖Xα + |β| ‖u‖2Xα

)
‖v‖Xζ ,∥∥e−itB[u] v

∥∥
Xζ
≤ eC (‖V ‖Xα+|β|‖u‖2Xα )t ‖v‖Xζ ,

are valid. Furthermore, for u, v, w ∈ Xα the relation∥∥(B[u]−B[v]
)
w
∥∥
Xζ
≤ C |β|

(
‖u‖Xα + ‖v‖Xα

)
‖w‖Xα ‖u− v‖Xζ

holds.
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Stability bound for the Strang semi-discretization in time. Arguments given
in [10,17,23] lead to stability bounds for time-spitting methods; we note that
the evolution operator associated with A is unitary on any fractional power
space (u ∈ Xα, α ∈ R, t ∈ R)∥∥e−itAv

∥∥
Xα

= ‖u‖Xα .

Lemma 10 For any u, v ∈ Xα with α ∈ N≥1 and for ζ = 0 or ζ = α,
respectively, the estimate∥∥S(t)u− S(t) v

∥∥
Xζ
≤ eC(CV +C2α|β|)t ‖u− v‖Xζ ,

holds, where CV > 0 depends on an upper bound for ‖V ‖Xα and Cα > 0 depends
on an upper bound for ‖u‖Xα as well as ‖v‖Xα .

5.1.2 Local error

Commutator bounds. Essential ingredients in the derivation of local error es-
timates for time-splitting methods are bounds for iterated Lie-commutators.
The following result provides estimates for the first and second iterated Lie-
commutators needed in connection with the second-order Strang splitting
method. We note that in the proof the iterated commutators are expressed
in terms of the linear operator A as well as the potential V and that the spe-
cific form of A is not exploited; in the case of a nonlinear operator B defining
the problem this simplification is useful, however, in the linear case, in order
to obtain bounds which are optimal with respect to the required regularity
properties of u, the cancellation of terms has to be taken into account. Fol-
lowing [23] an analogous result for higher iterated Lie commutators arising in
the local error analysis of higher-order time-splitting methods applied to (1)
may be obtained. In the following, we set

Â(u) = − iAu , B̂(u) = − iB[u]u = − i
(
V + β |u|2

)
u .

Lemma 11 For every u ∈ Xα+1 with α ∈ N≥1 the bounds∥∥[Â, B̂](u)
∥∥
Xα
≤ C

(
|β| ‖u‖3Xα+1

+ ‖V ‖Xα+1‖u‖Xα+1

)
,∥∥[Â, [Â, B̂]](u)

∥∥
X0
≤ C

(
|β| ‖u‖3Xα+1

+ ‖V ‖Xα+1‖u‖Xα+1

)
,

are valid.

Proof The Fréchet derivatives of Â and B̂ are given by

Â′(u) v = − iAv , B̂′(u) v = − i
(
V v + 2β |u|2 v + β u2 v

)
,

respectively, so that[
Â, B̂

]
(u) = Â′(u) B̂(u)− B̂′(u) Â(u)

= −A
(
V u+ β |u|2 u

)
+ V Au+ 2β |u|2Au− β u2Au

= −
[
A, V

]
u− β

(
A (|u|2u)− 2 |u|2Au+ u2Au

)
.
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By the definition of the norm in the fractional power space Xα and Lemma 3
the bounds ∥∥A (|u|2u)− 2 |u|2Au+ u2Au

∥∥
Xα
≤ C ‖u‖3Xα+1

,∥∥[A, V ]u∥∥
Xα
≤ C ‖V ‖Xα+1‖u‖Xα+1 ,

follow, which proves the first commutator bound. A straightforward estimation
of the first term in[

Â,
[
Â, B̂

]]
(u) = Â′(u)

([
Â, B̂

]
(u)
)
−
[
Â, B̂

]′
(u)
(
Âu
)
,

using that α ∈ N≥1 by assumption, yields∥∥Â′(u)
([
Â, B̂

]
(u)
)∥∥
X0

=
∥∥[Â, B̂](u)

∥∥
X1
≤
∥∥[Â, B̂](u)

∥∥
Xα

.

The Fréchet derivative of the second term equals[
Â, B̂

]′
(u) v = −

[
A, V

]
v − β

(
A
(
2 |u|2v + u2v̄

)
− 2u v̄ Au− 2 ū v Au

− 2 |u|2Av + u2Av + 2u v Au
)
,

which further implies[
Â, B̂

]′
(u)(Âu) = i

[
A, V

]
Au+ iβ

(
A
(
2 |u|2Au− u2Au

)
+ 2u |Au|2

− 2 ū (Au)2 − 2 |u|2A2u− u2A2u+ 2u |Au|2
)
.

An application of Lemma 3, using that

‖u‖3X2
≤ C ‖u‖3Xα+1

, ‖V ‖X2
‖u‖X2

≤ C ‖V ‖Xα+1
‖u‖Xα+1

,

yields the statement. ♦

Local error estimate. By means of a suitable local error expansion and the Lie-
commutator bounds provided by Lemma 11, it is straightforward to obtain the
following local error estimate for the special case of a second-order splitting
method; as the specification of the local error expansion deduced in [17] for the
Strang splitting method and the generalization to high-order splitting meth-
ods given in [14,23] utilizes the formal calculus of Lie-derivatives, we do not
recapitulate the local error expansion in this work and refer to the literature
for details of the proof.

Lemma 12 Consider an exponential operator splitting method of nonstiff or-
der p ∈ N≥1 for the time integration of the nonlinear evolution equation (1)–
(2). For some initial value u0 ∈ Xp let u(∆t) denote the exact solution at time
t = ∆t. Then the local error estimates∥∥S(∆t)u0 − u(∆t)

∥∥
X1
≤ C (∆t)p ,

∥∥S(∆t)u0 − u(∆t)
∥∥
X0
≤ C (∆t)p+1 ,

are valid with constants depending in particular on upper bounds for ‖u0‖Xp
and ‖V ‖Xp .
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5.1.3 Global error

Global error estimate. A standard approach based on the telescopic identity

un − u(tn) =

n−1∑
j=0

n−1∏
`=j+1

S(∆t)
(
S(∆t)u(tj)− u(tj +∆t)

)
again in formally linear notation, yields an estimate for the global error in
terms of stability bounds and local error estimates as provided by Lemmas 10
and 12; for simplicity, we here assume that the starting value u0 coincides
with the exact initial value u(0). We omit a detailed proof and refer to [17] for
the case of the second-order Strang splitting method. The generalization to
high-order splitting methods is given in [23]; the error analysis shows that the
nonstiff order of convergence is retained under suitable regularity requirements
on the exact solution.

Theorem 2 Consider a variable stepsize exponential operator splitting
method of nonstiff order p ∈ N≥1 for the time discretization of the time-
dependent Gross–Pitaevskii equation (1)–(2). Under the assumption that the
potential V and the values of the exact solution remain bounded in the frac-
tional power space Xp, the global error estimate∥∥un − u(tn)

∥∥
X0
≤ C

(∥∥u0 − u(0)
∥∥
X0

+ (∆t)p
)
, 0 ≤ tn ≤ tN ≤ T ,

is valid, where ∆t = max{τn : n = 0, 1, . . . , N − 1} denotes the maximal time
increment; the arising constant C > 0 in particular depends on upper bounds
for ‖V ‖Xp and max{‖u(t)‖Xp : 0 ≤ t ≤ T}.

5.2 Full discretization

In this section, we deduce stability estimates and bounds for the defect that
are needed for the estimation of the contribution

unM − un = (QM − I)un +

n−1∑
j=0

n−1∏
`=j+1

FM (τ`)
(
FM (τj)u

j −QM S(τj)u
j
)

in the global error, associated with an additional spatial discretisation error,
see also (6).

5.2.1 Stability

Estimates for the evolution operator associated with B. A first stability result
for the composition of the spectral interpolation operator and the evolution
operator associated with B is provided by the following result. We recall the
abbreviation XM = span

{
Lγkm : (k,m) ∈MM

}
.
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Lemma 13 For all u, v ∈ Xα with α ∈ N≥1 the estimate∥∥QM (e−itB[u] u− e−itB[v] v
)∥∥
X0
≤ eC(CV +C2α|β|)t ‖u− v‖K+M

2 ,M

is valid with constants CV > 0 and Cα > 0 depending on upper bounds
for ‖V ‖Xα and ‖u‖Xα as well as ‖v‖Xα . In particular, if u, v ∈ XM , that
is, PM u = QM u = u and PM v = QM v = v, the relation∥∥QM (e−itB[u] u− e−itB[v] v

)∥∥
X0
≤ eC(CV +C2α|β|)t ‖u− v‖X0

follows.

Proof For simplicity, we assume V = 0 and refer to [23] for the case V 6= 0. Let
ũ(t) = e−itB[u] u and ṽ(t) = e−itB[v] v. By means of the variation-of-constants
formula we obtain∥∥QM (ũ(t)− ṽ(t)

)∥∥
X0

≤
∥∥QM e−itB[u] (u− v)

∥∥
X0

+
∥∥∥QM ∫ t

0

e−i(t−τ)B[u]
(
B[u]−B[v]

)
e−iτB[v] v dτ

∥∥∥
X0

.

An application of Lemma 7 yields an estimate for the first term∥∥QM e−itB[u] (u− v)
∥∥2

X0
≤
∥∥e−itB[u] (u− v)

∥∥2

K+M
2 ,M

= 1
M

∑
(j,s)∈KKM

wj
∣∣e−itB[u](xjs,yjs)

∣∣2∣∣(u− v)(xjs, yjs)
∣∣2

= 1
M

∑
(j,s)∈KKM

wj
∣∣(u− v)(xjs, yjs)

∣∣2 = ‖u− v‖2
K+M

2 ,M
,

see also (17) for the definition of the discrete L2-norm. In a similar manner,
together with Lemma 3 the bound∥∥∥QM ∫ t

0

e−i(t−τ)B[u]
(
B[u]−B[v]

)
e−iτB[v] v dτ

∥∥∥
X0

≤
∥∥∥ ∫ t

0

e−i(t−τ)B[u]
(
B[u]−B[v]

)
e−iτB[v] v dτ

∥∥∥
K+M

2 ,M

≤
∫ t

0

∥∥e−i(t−τ)B[u]
(
B[u]−B[v]

)
e−iτB[v] v

∥∥
K+M

2 ,M
dτ

=

∫ t

0

∥∥(B[u]−B[v]
)
v
∥∥
K+M

2 ,M
dτ

= |β| t
∥∥((u− v)u+ (u− v) v

)
v
∥∥
K+M

2 ,M

≤ |β| t
(∥∥u∥∥

L∞(KKM )
+ ‖v‖L∞(KKM )

)
‖v‖L∞(KKM ) ‖u− v‖K+M

2 ,M

≤ C |β| t
(
‖u‖Xα + ‖v‖Xα

)
‖v‖Xα ‖u− v‖K+M

2 ,M

≤ C C2
α |β| t ‖u− v‖K+M

2 ,M

follows. Using that 1 + x ≤ ex this proves the first assertion, and the second
statement then results by means of Lemma 7. ♦
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Stability of the discrete evolution operator. A fully discrete analogue to
Lemma 10 is provided by the following auxiliary result; making use of the
fact that the evolution operator associated with A is unitary on X0 and sat-
isfies (t ∈ R)

e−itAu ∈ XM , u ∈ XM ,

the statement follows immediately from Lemma 13.

Lemma 14 For all u, v ∈ XM , that is, PM u = QM u = u as well as PM v =
QM v = v, the estimate∥∥FM (t)u−FM (t) v

∥∥
X0
≤ eC(CV +C2α|β|)t ‖u− v‖X0

is valid with constants CV > 0 and Cα > 0 depending on upper bounds
for ‖V ‖Xα and ‖u‖Xα as well as ‖v‖Xα , where α ∈ N≥1.

5.2.2 Local error

Estimate for the defect. The following result provides a bound for the differ-
ence FM (∆t)u−QM S(∆t)u; auxiliary estimates are deduced below. We recall
that the positive integers (K,M) ∈ N≥1×N≥1 are required to be proportional.

Lemma 15 For any u ∈ Xα with α ∈ N≥1 the estimate∥∥FM (∆t)u−QM S(∆t)u
∥∥
X0

≤ C Cα
(
CV + C2

α|β|
)

eC(CV +C2α|β|)∆t∆tM−(α− 3
2 )

is valid, where the constants CV > 0 and Cα > 0 depend on upper bounds
for ‖V ‖Xα and ‖u‖Xα , ‖QM u‖Xα , as well as ‖QM e−i 12∆tA u‖Xα , respectively.

Proof Employing the abbreviations

z1 = e− i∆tB[z2] z2 , z2 = e− i 12∆tA z3 , z3 = u ,

as well as

Z1 = QM e− i 12∆tA
(
I −QM

)
z1 ,

Z2 = QM e− i 12∆tAQM
(
e− i∆tB[z2] z2 − e− i∆tB[QMz2]QM z2

)
,

Z3 = QM e− i 12∆tAQM
(
e− i∆tB[QM e− i 1

2
∆tA z3]QM e− i 12∆tA z3

− e− i∆tB[e−i 1
2
∆tAQMz3] e− i 12∆tAQM z3

)
,

we have
FM (∆t)u−QM S(∆t)u = −

(
Z1 + Z2 + Z3

)
.

Making use of the fact that e−i 12∆tA preserves the norm on fractional power
spaces and applying Lemma 16 as well as Lemma 9, we obtain

‖Z1‖X0
≤ C∆tM−(α− 3

2 )‖z1‖Xα ≤ C Cα eC(CV +|β|C2α)∆t∆tM−(α− 3
2 ) .
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Using that ‖z2‖Xα = ‖u‖Xα ≤ Cα and ‖QMe− i 12∆tAQMv‖X0 = ‖QMv‖X0 , an
application of Lemma 18 yields

‖Z2‖X0
≤ C Cα

(
CV + |β|C2

α

)
eC(CV +|β|C2α)∆t∆tM−(α− 3

2 ) .

Together with Lemma 13 and Lemma 16 the bound

‖Z3‖X0
≤ eCC

2
a|β|∆t

∥∥QM e− i 12∆tA
(
QM − I)u

∥∥
X0

≤ C CαeC∆t|β|C
2
a ∆tM−(α− 3

2 )

follows; we note that the constant Cα also provides a bound for ‖QM u‖Xα and

‖QM e− i 12∆tA u‖Xα . Altogether, this proves the assertion. ♦

Auxiliary estimates for the proof of Lemma 15 are provided by the following
results.

Lemma 16 For any u ∈ Xα with α ∈ N≥1 the relation∥∥QM e− itA
(
QM − I

)
u
∥∥
X0
≤ C tM−(α− 3

2 ) ‖u‖Xα
holds.

Proof We utilize that the function which corresponds to the considered com-
position

η(t) = QM e−itA (QM − I)u = v(t)−QM w(t) ,

v(t) = QM e−itAQM u = e−itAQM u , w(t) = e−itA u ,

is a solution to the initial value problem

i d
dtη(t) = Aη(t) + [A,QM ]w(t), η(0) = v(0)−QM w(0) = 0 ,

since i d
dtv(t) = Av(t) and

i d
dt

(
QM w(t)

)
= QMAw(t) = AQM w(t)− [A,QM ]w(t) .

The variation-of-constants formula thus implies

η(t) =

∫ t

0

e− i(t−τ)A
[
A,QM

]
w(τ) dτ =

∫ t

0

e− i(t−τ)A
[
A,QM

]
e− iτA u dτ.

From Lemma 8 we conclude that the bound∥∥[A,QM ]u∥∥X0
=
∥∥AQM u−Au+Au−QM Au

∥∥
X0

≤
∥∥A (QM − I)u∥∥X0

+
∥∥(QM − I)Au∥∥X0

≤ CM−(α− 3
2 ) ‖u‖Xα

holds, which further yields∥∥η(t)
∥∥
X0
≤
∫ t

0

∥∥[A,QM ] e− iτA u
∥∥
X0

dτ ≤ C tM−(α− 3
2 ) ‖u‖Xα ,

and thus proves the stated result. ♦
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Lemma 17 For any u ∈ Xα with α ∈ N≥1 the estimate∥∥(QM − I) e− itB[QMu]QM u
∥∥
X0
≤ C Cα

(
CV + C2

α |β|
)

eC(CV +C2α|β|)t tM−(α− 1
2 )

holds, where the constants CV > and Cα > 0 depend on upper bounds for ‖V ‖Xα
and ‖u‖Xα as well as ‖QMu‖Xα , respectively.

Proof We set v = QMu and utilize that η(t) = (e− itB[v] − I) v is the solution
to the initial value problem

i d
dtη(t) = B[v] η(t) +B[v] v , η(0) = 0 ,

with the following representation by the variation-of-constants formula

η(t) =

∫ t

0

e− i(t−τ)B[v]B[v] v dτ =

∫ t

0

B[v] e− i(t−τ)B[v] v dτ .

By Lemma 8 we obtain the estimate∥∥(QM − I) e− itB[u] v
∥∥
X0

=
∥∥(QM − I) (e− itB[v] − I) v

∥∥
X0

≤ CM−(α− 1
2 )
∥∥(e− itB[v] − I

)
v
∥∥
Xα

= CM−(α− 1
2 )
∥∥η(t)

∥∥
Xα

;

together with Lemma 9 this yields

∥∥η(t)
∥∥
Xα
≤ C

(
CV + C2

α |β|
) ∫ t

0

eC (CV +C2α|β|)τ ‖v‖Xα dτ

≤ C Cα
(
CV + C2

α|β|
)

eC(CV +C2α|β|)t t ,

which proves the stated result. ♦

Lemma 18 For any u ∈ Xα with α ∈ N≥1 the estimate∥∥QM (e− itB[u] u− e− itB[QMu]QM u
)∥∥
X0

≤ C Cα
(
CV + C2

α|β|
)

eC(CV +C2α|β|)t tM−(α− 3
2 )

is valid, where the constants CV > and Cα > 0 depend on upper bounds
for ‖V ‖Xα and ‖u‖Xα as well as ‖QMu‖Xα , respectively.

Proof Similarly as before, we introduce the auxiliary functions

v(t) = e− itB[u] u , w(t) = e− itB[QMu]QM u , η(t) = QM
(
v(t)− w(t)

)
,

and use that η is a solution to the evolution equation

i d
dtη(t) = B[u] η(t)−

[
B[u],QM

]
v(t) +

(
B[u]QM −QM B[QMu]

)
w(t)

= B[u] η(t)−
[
B[u],QM

] (
v(t)− w(t)

)
+QM

(
B[u]−B[QMu]

)
w(t)
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with initial value η(0) = 0. As a consequence, an application of the variation-
of-constants formula yields the integral representation

η(t) =

∫ t

0

e− i(t−τ)B[u]

×
(
−
[
B[u],QM

] (
v(τ)− w(τ)

)
+QM

(
B[u]−B[QMu]

)
w(τ)

)
dτ .

Making use of the fact that η(t) = QM η(t) and that the operator e− i(t−τ)B[u]

is unitary with respect to the discrete L2-norm, the bound provided by
Lemma 7 yields

∥∥η(t)
∥∥
X0
≤
∫ t

0

∥∥[B[u],QM
] (
v(τ)− w(τ)

)∥∥
K+M

2 ,M
dτ

+

∫ t

0

∥∥(B[u]−B[QMu]
)
w(τ)

∥∥
K+M

2 ,M
dτ .

Using that by Lemma 8 the relation∥∥(QM − I)u∥∥K+M
2 ,M

≤ C
∥∥(QM − I)u∥∥X1

≤ CM−(α− 3
2 ) ‖u‖Xα

holds, arguments close to the proof of Lemma 13 lead to the following bound
for the second integral∫ t

0

∥∥(B[u]−B[QMu]
)

e− iτB[QMu]QM u
∥∥
K+M

2 ,M
dτ

≤ C C2
α |β| t

∥∥(QM − I)u∥∥K+M
2 ,M

≤ C C3
α |β| tM−(α− 3

2 )

≤ C Cα
(
CV + |β|C2

α

)
eC(CV +|β|C2α)t tM−(α− 3

2 ) .

In order to estimate the first integral we employ the bound∥∥[B[u],QM
]
v
∥∥
K+M

2 ,M

≤
∥∥B[u]

(
QM − I

)
v
∥∥
K+M

2 ,M
+
∥∥(QM − I)B[u] v

∥∥
K+M

2 ,M

≤ C
(
‖V ‖Xα + |β| ‖u‖2Xα

) ∥∥(QM − I) v∥∥K+M
2 ,M

+ CM−(α− 3
2 )
∥∥B[u] v

∥∥
Xα

≤ CM−(α− 3
2 )
(
‖V ‖Xα + |β| ‖u‖2Xα

)
‖v‖Xα

≤ CM−(α− 3
2 )
(
CV + C2

α |β|
)
‖v‖Xα ,

see also Lemma 8 and Lemma 9, and again by Lemma 9 obtain∥∥v(τ)− w(τ)
∥∥
Xα
≤
∥∥e− iτB[u] u

∥∥
Xα

+
∥∥e− iτB[QMu]QM u

∥∥
Xα

≤ 2 CαeC(CV +C2α|β|)τ ;
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this implies the estimate∫ t

0

∥∥[B[u],QM
] (
v(τ)− w(τ)

)∥∥
K+M

2 ,M
dτ

≤ C Cα
(
CV + |β|C2

α

)
eC(CV +|β|C2α)t tM−(α− 3

2 ) .

Altogether, this proves the assertion. ♦

5.3 Extension to three space dimensions

In this section, we study the generalized-Laguerre–Fourier–Hermite pseudo-
spectral method for the space discretization of the three-dimensional Gross–
Pitaevskii equation with rotation term. As our error analysis for the two-
dimensional case naturally carries over to the case of three space dimensions,
we only indicate where estimates have to be extended with some care. For
additional details on the definition of the Hermite polynomials and the nu-
merical computation of the corresponding quadrature nodes and weights we
refer to [11]. We recall (1)–(2) and in particular formula (3), where the eigen-
functions and associated eigenvalues of the linear operator A defined in (2b)
are specified.

Basic relations. For the time-dependent three-dimensional Gross–Pitaevskii
equation with rotation term the discretization of the (x, y)-variables relies
on the generalized–Laguerre–Fourier spectral method analyzed before, and
the discretization of the z-variable uses scaled Hermite functions involving
the Hermite polynomial of degree ` ∈ N. Analogously to (19), assuming that
the discretization parameters (K,M,L) ∈ N≥1 × N≥1 × N≥1 are proportional
with M even, we introduce the index sets

MM =
{

0, 1, . . . ,K − 1
}
×
{
− M

2 ,−
M
2 + 1, . . . , M2 − 1

}
×
{

0, 1, . . . , L− 1
}
,

KM =
{

0, 1, . . . ,K + M
2 − 1

}
×
{

0, 1, . . . ,M − 1
}
×
{

0, 1, . . . , L− 1
}
.

In the present situation, the maximum eigenvalue in the setMM satisfies the
relation

λmax = max
(k,m,`)∈MM

λkm` ≤ C (K +M + L) ≤ CM ,

see also Lemma 8, and the spectral interpolant given by

QM u =
∑

(k,m,`)∈MM

c̃km(u)Bγ,γzkm` ,

c̃km`(u) = 1
M

∑
(r,s,q)∈KM

wrw̃q Bγ,γzkm` (xrs, yrs, zq)u(xrs, yrs, zq) ,

in addition involves scaled Gauß–Hermite quadrature weights and nodes
(w̃q, zq)

L
q=1, see also (20).
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Error analysis. By means of recurrence relations for scaled Hermite functions,
analogous to Lemma 1, arguments in the lines of the proof of Lemma 2 yield
the estimate

‖z u‖Xα +
∥∥∂zu∥∥Xα ≤ C ‖u‖Xα+1

2

, u ∈ Xα+ 1
2
,

and further imply Lemma 3, see also [10,23]. In order to extend the relations
for the spectral interpolant stated in Lemma 7 and Lemma 8, we utilize the
bound

L−1∑
q=0

w̃q
∣∣v(zq)

∣∣2 ≤ C ∫
R

(∣∣v(z)
∣∣2 +M−

1
3

∣∣∂zv(z)
∣∣2) dz , v ∈ H1(R) ,

deduced in [12], which implies the following estimate for the associated discrete
L2-norm

‖u‖2M = 1
M

∑
(r,s,q)∈KM

wr w̃q
∣∣u(xrs, yrs, zq)

∣∣2
≤ C

L−1∑
q=0

w̃q

∫
R2

(∣∣u(·, zq)
∣∣2 +M−

1
3

∣∣∂xu(·, zq)
∣∣2 +M−

1
3

∣∣∂yu(·, zq)
∣∣2

+M−1
∣∣∂2
xu(·, zq)

∣∣2 +M−1
∣∣∂2
yu(·, zq)

∣∣2 +M−1
∣∣∂xyu(·, zq)

∣∣2)
≤ C

∫
R3

(
|u|2 +M−

1
3

∣∣∂xu∣∣2 +M−
1
3

∣∣∂yu∣∣2 +M−
1
3

∣∣∂zu∣∣2
+M−1

∣∣∂2
xu
∣∣2 +M−1

∣∣∂2
yu
∣∣2 +M−1

∣∣∂xyu∣∣2
+M−

2
3

∣∣∂xzu∣∣2 +M−
2
3

∣∣∂yzu∣∣2
+M−

4
3

∣∣∂xxzu∣∣2 +M−
4
3

∣∣∂yyzu∣∣2 +M−
4
3

∣∣∂xyzu∣∣2)
≤ C

(
‖u‖2L2 +M−

1
3 |u|2H1 +M−1 |u|2H2 +M−

4
3 |u|2H3

)
,

which further yields∥∥(QM − I)u∥∥Xζ ≤ Cλ−(α−ζ)
max

(
1 + λ

1
2
maxM

− 1
6

+ λmaxM
− 1

2 + λ
3
2
maxM

− 2
3

)
‖u‖Xα

≤ CM−(α−ζ− 5
6 ) ‖u‖Xα .

As a consequence, in the three-dimensional case the factors M−(α− 1
2 ) and

M−(α− 3
2 ) arising in the auxiliary results derived in Section 5.2 have to be

replaced by M−(α− 5
6 ) and M−(α− 11

6 ), respectively. Altogether, this proves the
statement of Theorem 1.
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