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Linguistic diversification as a long-term effect of asymmetric priming: an adaptive-

dynamics approach  

Abstract: This paper tries to narrow the gap between diachronic linguistics and research on 
population dynamics by presenting a mathematical model which corroborates the notion that 
the cognitive mechanism of asymmetric priming can account for observable tendencies in 
language change. The asymmetric-priming hypothesis asserts that items with more substance 
are more likely to prime items with less substance than the reverse. Although these effects 
operate on a very short time scale (e.g. within an utterance) it has been argued that their long-
term effect might be reductionist, unidirectional processes in language change. In this paper, 
we study a mathematical model of the interaction of linguistic items which differ in their 
formal substance, showing that in addition to reductionist effects, asymmetric priming also 
results in diversification and stable coexistence of two formally related variants. The model 
will be applied to phenomena in the sublexical as well as in the lexical domain. 

Keywords: asymmetric priming, diversification, unidirectionality, population dynamics, 
phonotactics, grammaticalization 

 
1 Introduction 
 
This paper introduces a mathematical population-dynamical model on the interaction of 
closely related linguistic items which factors in the psychological mechanism of ‘asymmetric 
priming’ and the relationship between formal substance and utterance frequency. The model 
can not only successfully predict reductionist tendencies in linguistic change but also 
diversification, i.e. the stable coexistence of two historically related and formally similar 
albeit not entirely identical linguistic variants. With this paper we want to contribute to the 
recent interdisciplinary discussion whether and to which extent asymmetric priming – which 
is a cognitive mechanism that can also be found in other cognitive domains – can explain 
aspects of long-term linguistic change.  

Hilpert and Correia Saavedra (2016: 3) define asymmetric priming as “a pattern of 
cognitive association in which one idea strongly evokes another, while that second idea does 
not evoke the first one with the same force”. More explicit items (e.g. semantically and 
phonologically richer forms) are more likely to prime less explicit items (e.g. semantically 
bleached and phonologically reduced forms) than the reverse (Shields & Balota 1991); in 
short ‘more substance primes less substance. Although these neurological/cognitive effects 
operate on a very short time scale, it has been suggested that they are not transient effects but 
– via implicit learning – can have potential long-term diachronic effects by permanently 
modifying cognitive representations (Loebell & Bock 2003; Kaschak 2007).  

In a programmatic paper, Jäger and Rosenbach suggest that asymmetric priming might be 
the “missing link” to solve the puzzle of how “performance preferences may come to be 
encoded in grammars (i.e. on the competence level) over time” (2008: 86). They claim that 
“what appears as diachronic trajectories of unidirectional change is decomposable into atomic 
steps of asymmetric priming in language use” (2008: 85). The ‘priming triggers language 
change’ argument could be summarized in the following way: asymmetric priming favors the 
repeated production of certain reduced linguistic forms and supports their successful 
entrenchment, which diachronically promotes these reduced variants (see section 2 for details 
on the ‘asymmetric priming hypothesis’).  

Although we do not believe that asymmetric priming is the only driving force in change, 
we are in favor of Jäger and Rosenbach’s idea. We suggest that asymmetric priming can help 
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to explain the long-term reduction of form in a more sophisticated way than the traditional, 
rather simplistic ‘ease of effort’ argument  (Zipf 1949; André Martinet 1955; Hawkins 2007). 
Additionally, we will show that our model can also account for the phenomenon of stable 
diversification on the sublexical as well as on the lexical level if other factors next to 
asymmetric priming are also considered. 

So far, not much has been written on the potential link between asymmetric priming and 
diachronic change (e.g. Hilpert & Correia Saavedra 2016). Our contribution to the debate is 
the development of a mathematical model. Our analysis unfolds in two steps. First, we 
formulate a population-dynamical model of the competition between linguistic items with 
different degrees of formal substance (Law et al. 1997; Kisdi 1999). The architecture of the 
model looks roughly like this: On the one hand, it features a term that accounts for the 
functional relationship between formal substance and frequency (e.g. Zipfian inverse 
duration-frequency relationship). On the other hand, in order to account for asymmetric 
priming, the model also features an asymmetric competition term which models the 
interaction of formally similar items. In a second step, we conduct an evolutionary invasion 
analysis of the model (Dieckmann & Law 1996; Geritz et al. 1998; Page & Nowak 2002) 
investigating whether new and formally reduced variants replace their formally rich 
counterparts. This procedure allows for a simulation of the diachronic long-term development 
of linguistic items with respect to their formal substance.  

We will apply our model to two linguistic domains in order to demonstrate the flexibility 
of the model: (i) sublexical and (ii) lexical. In our first (sublexical) application, we model the 
interaction among pairs of sound sequences (more precisely, consonant diphones), in which 
one sequence is more reduced in terms of duration than its counterpart. Pairs of diphones that 
are phonemically identical (except for their duration) are an attested phenomenon. For 
instance, consonant diphones which occur across morpheme boundaries such as /nd/ in join-
ed are typically shorter than phonemically identical morpheme internal pairs of consonants 
such as /nd/ in wind. The coexistence of morphonotactic (more reduced) and lexical (less 
reduced) variants of the same consonant-diphone type can be explained well with our model 
by integrating empirically plausible functional relationships between duration and token 
frequency.  

In the second (lexical) application we investigate grammaticalization. For example, the 
form going evolved from a lexical verb (I am going to town) into an auxiliary (I am going to 
stay in town), where the auxiliary is said to be a more grammaticalized (reduced) variant of 
the lexical verb. Both forms coexist in a stable manner (Hopper & Traugott 2003). With 
regards to grammaticalization, two hypotheses have been formulated. While Jäger and 
Rosenbach (2008) claim that more lexical variants of a word asymmetrically prime their more 
grammaticalized counterparts (‘lexical supports grammaticalized’, and consequently ‘more 
substance supports less substance’), Hilpert and Correia Saavedra (2016: 15-16) argue that 
this directionality is in fact reversed in the sense that lexical items are inhibited less by 
grammatical variants than the reverse. We will investigate both hypotheses. Our model builds 
on the empirically plausible assumption that substance and frequency in use are inversely 
related: words are more frequent if they are less explicit (i.e. if they are phonologically short 
or semantically bleached), and vice versa. We argue that neither Jäger and Rosenbach (2008) 
nor Hilpert and Correia Saavedra (2016) take this inverse relationship into account. If 
interaction among items unfolds in a way suggested by Jäger and Rosenbach, words are 
always diachronically reduced in a unidirectional manner, without any possibility of stable 
coexistence. If, however, the directionality of asymmetric interaction is reversed, then stable 
diversification of formally similar words can occur under certain conditions.  
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This paper is structured as follows: In section (2) we inform the reader about the 
cognitive mechanism of asymmetric priming and its link to linguistic change. Section (3) 
presents the mathematical model in all its detail. In (3.1) we introduce the general dynamical-
systems model, after which we concentrate specifically on the asymmetric competition term 
in (3.2). This is followed by an introduction to evolutionary invasion analysis (3.3), which is 
applied to the model in (3.4) in order to derive formal conditions for stable diversification to 
occur. The model will be applied to the sublexical (mor)phonotactic domain in (4.1) and on 
the lexical domain (grammaticalization) in (4.2). By means of analytical analyses and 
simulations, we show that its predictions match with previous empirical observations. We 
conclude with a discussion of what the model is capable of, but also its limitations.  
 
2 Explaining diachronic change via asymmetric priming  

 
Several typologically universal tendencies can be observed in language change; one being 
grammaticalization. Grammaticalization has been defined as a development “whereby lexical 
terms and constructions come in certain linguistic contexts to serve grammatical functions” 
(Hopper & Traugott 2003: 1). Many scholars see it as an epiphenomenon; an umbrella term 
for a bundle of composite processes where “linguistic units lose in semantic complexity, 
pragmatic significance, syntactic freedom and phonetic substance” (Heine & Reh 1984: 15). 
One major characteristic feature of grammaticalization is the unidirectional1 erosion of formal 
substance.2  

Reductionist tendencies also affect sublexical linguistic items such as strings of sounds 
within words. For example, the stop /b/ is lost in final /mb/ clusters in words like thumb or 
limb, and word final consonant+/s/ clusters are shortened in certain morphological 
configurations: morphologically produced /rs/ as in she hears is more reduced than /rs/ in 
Mars  (Plag et al. 2015). Also in this domain, speaker friendly reduction or lenition processes 
have been shown to be more abundant than their listener friendly strengthening or fortition 
counterparts (Honeybone 2008).  

Another well-known fact is that diachronic change leads to diversification, i.e. the 
development of new variants, which either compete until one ousts the other or which coexist 
peacefully. In both cases, the emergence of new variants leads to (temporary or stable) 
synchronic variation and the existence of formally related variants. Similar to reductionist 
tendencies, examples of diversification can be found in more than one linguistic domain. 
Diversification on the lexical level is evident in pairs like [have]verb (as in I have a cake) or 
[have]auxiliary (as in I have struggled), where the two items clearly have different functions 
(and where the latter is more likely to be reduced; e.g. I’ve struggled). Similarly, we can 
conceptualize the coexistence of reduced and unreduced (‘short’ and ‘long’) homophonous 
sound sequences as cases of diversification on the phonotactic (sublexical) level. For 
example, above-mentioned instance of /rs/ in she hears (short) and /rs/ in Mars (long).  

                                                 
1 Although exceptional cases have been listed which contradict unidirectionality claims (e.g. 
Brinton & Traugott (2005); Himmelmann (2004); Norde (2009)), unidirectionality “is generally 
accepted as a strong statistical tendency that is in need of an explanation” (Hilpert & Correia 
Saavedra 2016: 2; Heine & Kuteva (2002)). 
2 We can also observe unidirectional reductionist processes on the semantic level. For example, 
during grammaticalization, relatively rich, concrete and specific meanings develop more 
abstract and schematic meanings (but not the other way round). 
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Diversification has been explained in functionalist terms, by employing discourse-
pragmatic arguments like functional necessity; the speaker’s wish for ‘expressivity’ 
(Lehmann 1985: 10) or ‘extravagance’ (Haspelmath 1999). Similar expressions are said to 
survive because they find a semantic niche with a specific function (Breban et al. 2012). On 
the other hand, reductionist tendencies have most often been explained via the ‘ease of effort’ 
principle; signal simplicity (Langacker 1977: 105); or a preference for ‘structural 
simplification’ or ‘economy’ (Roberts & Roussou 2003; van Gelderen 2004). However, many 
usage-based, cognitive historical linguists have also looked at cognitive motivations for 
change. For example, analogical or metaphorical thinking are seen as cognitive processes 
which steer the direction of grammaticalization (Heine et al.; Bybee et al. 1994; Fischer 2007; 
Smet 2013; Sommerer 2015)3. On top of that and rather recently, a very small group has 
started to discuss and research the potential influence of another cognitive mechanism, 
namely asymmetric priming.  

Priming is a phenomenon and – at the same time – a method in psycholinguistics. As a 
phenomenon it is defined as “an improvement in performance in a perceptual or cognitive 
task, relative to an appropriate base line, produced by context or prior experience” 
(McNamara 2005: 3). Jäger and Rosenbach provide a more ‘linguistic’ definition: priming is a 
kind of “preactivation in the sense that the previous use of a certain linguistic element will 
affect (usually in the sense of facilitating) the subsequent use of the same or a sufficiently 
similar element (i.e. the ‘target’)” (2008: 89).  

Psychological research on semantic and syntactic priming is extensive and mostly 
experimental in lexical decision tasks or naming tasks (Bock 1986; Bock & Loebell 1990; 
Loebell & Bock 2003; Tooley & Traxler 2010; McNamara 2005). Importantly, (forward and 
backward) priming is often ‘asymmetrical’. For example, a concept like [eagle] strongly 
primes [bird] but less so the other way round. In a similar vein, [Lamp] primes [light] but not 
the other way round (e.g. Koriat 1981; Neely 1991; McNamara 2005; but also see Thompson-
Schill et al. 1998). Note that in all the mentioned cases the prime is semantically 
‘richer/concrete’ and more specific than the target.  

Other studies have shown priming effects on the phonetic/phonological level. In their 
study, Shields and Balota (1991) show that a full form is more likely to prime a phonetically 
reduced form than the other way round, which is why it has been concluded that “prime 
targets are more likely to be phonologically reduced than primes” (Jäger & Rosenbach 2008: 
98).4  

This lead to the following hypothesis: more explicit items (e.g. semantically and 
phonologically richer forms) are more likely to prime less explicit items (e.g. semantically 
bleached and phonologically reduced forms) than the reverse. With regards to language 
change, the main point is that this cognitive asymmetry shows the same skewed directionality 
as frequently observed unidirectional developments in diachrony. Research has shown that 
priming effects do not always decay immediately right after the target is produced but 

                                                 
3 Also see Haiman (1994); Diessel & Hilpert (2016); Schmid (2016) for grammaticalization 
as ‘stimulus weakening’ triggered by automatization/ routinization and strong entrenchment.  
4 This is supported by other experimental research Fowler & Housom (1987); Diessel (2007); 
Jurafsky et al. (2001); Ernestus (2014) which shows that there is a general relation between 
phonetic reduction and expectedness. Expected or more probable items are more likely to be 
reduced phonetically than unlikely items. Both identity and semantic relatedness of the prime 
leads to reduction in duration and amplitude of the target and this is strongest under identity. 
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sometimes persists over various trials  (Bock & Griffin 2000); this represents a kind of 
cumulative priming effect: with repeated trials there is an increased preference of a certain 
structure (Chang et al. 2006). Thus, “via implicit learning the effects of structural priming 
may become entrenched in speaker’s grammar over time” (Jäger & Rosenbach 2008: 100; 
Kaschak 2007). 

However attractive the hypothesis about the diachronic reflex of asymmetric priming 
may be, its premise does not seem to hold on the lexical level when facing empirical data, as 
demonstrated by Hilpert and Correia Saavedra (2016) in a recent experimental study. In fact, 
they show that the effect of asymmetric priming among related words is reversed, so that 
phonologically reduced and semantically bleached words are inhibited to a larger extent by 
lexical and thus phonologically rich and semantically more explicit relatives than the reverse. 

With regards to this contradiction, we argue that Jäger and Rosenbach’s hypothesis still 
holds, but only on the formal level. In fact, we will show two things in this paper. First, we 
demonstrate that asymmetric priming among phonotactic items in the directionality suggested 
by Jäger and Rosenbach (2008), i.e. ‘richer forms prime reduced forms’, can explain 
diachronic patterns observable in phonotactic change. Second, we show that if asymmetric 
priming among words works the way which Hilpert and Correia Saavedra (2016) suggest 
then, under certain conditions, reduction of formal substance still takes place among formally 
explicit forms. On top of that, asymmetric priming (in either direction) functions as a 
mechanism that drives diversification without the need of additional explanations like 
expressiveness or the presence of a semantic niche.  
 
3 The model 

 
3.1 A general Lotka-Volterra model of asymmetric linguistic competition 
We model the dynamics of linguistic items as a dynamical system. More specifically, we 
simultaneously track the token frequencies 𝑥ଵ, 𝑥ଶ, … , 𝑥𝑁  of 𝑁 ≥ ͳ formally related linguistic 
items indexed from 1 to N, which are characterized by a formal substance ݏଵ to ݏ𝑁, 
respectively. In our model, formal substance is defined as a one-dimensional continuous 
positive trait, i.e. ݏ௜ ∈ ℝ+ for all ݅ = ͳ,… ,𝑁. For instance, ݏ௜ could denote the duration of a 
linguistic item measured in seconds or the number of phonemes of a word. 

As introduced above, we model the development of the abundance 𝑥ଵ, 𝑥ଶ, … , 𝑥𝑁 of N 
formally related linguistic types numbered from 1 to N, depending on their respective formal 
properties ݏଵ, ,ଶݏ … , 𝑁 as well as on the interaction among the N linguistic items. 𝑥௜ݏ ∈ ℝ+  
can be thought of as token frequencies in language use. So, we model the development of 
continuous traits ݏଵ, ,ଶݏ … , ,𝑁 affecting the development of continuous frequencies 𝑥ଵݏ 𝑥ଶ, … , 𝑥𝑁. This makes it possible to apply our model to linguistic theories which build on 
detailed memories of linguistic items, often referred to as ‘exemplar clouds’ or ‘extension 
networks’ (Pierrehumbert 2001, 2016; Mompeán-González 2004; Wedel 2006; Nathan 2006; 
Kristiansen 2006). See Jäger and Rosenbach (2008: 101–103) for similar considerations. 

Linguistic types can be thought of as equivalence classes of variants, ‘labels’ or ‘labeled 
exemplar clouds’ of sufficiently similar exemplars (Pierrehumbert 2001), or cognitive 
‘prototypes’ that are associated with various ‘extensions’ in a network (Mompeán-González 
2004). In our case, ݏ௜ would be considered as an equivalence class of variants that share a 
similar amount of formal substance. In this conceptualization, the value ݏ௜ denotes the 
prototypical amount of formal substance in an equivalence class.  

The following two factors drive the dynamics of 𝑥ଵ, 𝑥ଶ, … , 𝑥𝑁. First, the dynamics of item ݅ depends on its ‘intrinsic growth rate’ which does not depend on any interactions among 
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different items but solely on linguistic properties of ݅. Crucially, this rate is assumed to 
depend on the item’s formal substance ݏ௜ so the intrinsic growth rate ݎ  is formulated as a 
function of ݏ௜: ݏ௜ ↦ +௜ሻ, ℝݏሺݎ → ℝ+. The rate is defined as the number of new tokens that are 
produced per token per time unit and thus functions as a measure of ‘productivity’ or 
‘reproductive success’ of an item. Token production, as defined here, depends on a number of 
processes. In the production-perception loop, tokens, as objects on the utterance level, are (i) 
perceived, (ii) learned, (iii) memorized, (iv) accessed, and finally (v) articulated so that new 
tokens of the same (or sufficiently similar) type are produced. We take ݎሺݏ௜ሻ to encompass all 
of these steps at once. At this point, there are no constraints on the shape of the functional 
dependency between growth rate and substance, since the relationship between ݎ and ݏ can be 
arguably complicated. For instance, formal substance may be positively related with 
perception, because long forms are perceived more easily, but negatively with articulation 
because it takes more effort to utter long forms. 

Second, we assume that linguistic items cannot grow unrestrictedly. This is plausible 
because (i) time, (ii) memory, (iii) the number of possible opportunities to produce utterances, 
(iv) the number of possible slots within an utterance, (v) articulatory energy, and not least (vi) 
the number of speakers represent limited resources. Thus, the growth of a linguistic item is 
constrained by its environment. In some cases (𝑁 > ͳ) the environment of a linguistic item 
also contains other linguistic items which have a major impact on each other. This might 
happen, for instance, if two linguistic items compete for similar slots in speech. If one item is 
used very frequently, this leaves less room for other linguistic items on one or more of the 
levels (i) to (vi). 

The interaction of an item with its environment shall be formalized as a coefficient 𝑐 ≥ Ͳ. 
In the case of a single item, it accounts for the limiting factors (i-vi) above. In the case of 
more than one item, the term models their interaction. In that case 𝑐 functions as a 
competition coefficient. If two items ݅ and ݆ co-occur within an utterance, then the overall 
number of ݅ tokens produced per ݅ token per time unit in the above described manner is 
decreased by 𝑐 tokens per time unit. This is a simplifying assumption because it ignores any 
specific ordering of ݅ and ݆. That is, we do not account for any structure within utterances and 
just assume that items ݅ and ݆ are randomly mixed. In other words, the probability of ݅ 
occurring before ݆ equals the probability of ݆ occurring before ݅. While structural details could 
be implemented into models like the one we are studying, it makes their analysis considerably 
more complicated (up to a point at which analytical results cannot be derived any more).5 For 
that reason, we stick to this simplification and leave the analysis of more complicated models 
open for future research. 

In our model, this competition coefficient is not constant but modeled as a function of 
formal substance ݏ௜ and ݏ௝ of ݅ and ݆, in order to account for the differential effects of 
asymmetric priming. We define c as a function of the difference between ݏ௜ and ݏ௝. This is 
done in such a way that competition among items with little formal substance and items with 
more formal substance is asymmetric: short items are inhibited less by long items than the 
reverse because short items benefit more from the presence of long items via asymmetric 
priming than the reverse. A shorter item ݅ is inhibited less by the presence of a longer item ݆, 
                                                 
5 Note that equivalent assumptions are made in game-theoretical models as well. We will 
comment on the relationship between the model family we use and game theoretical models 
below. 
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than ݆ is by the presence of ݅. Formally, we define the coefficient 𝑐 as a function  ݏ௜ − ௝ݏ ↦𝑐(ݏ௜ − ௝), ℝݏ → ℝ+, so that ݏ௜ < ௜ݏ)௝ implies 𝑐ݏ − (௝ݏ < 𝑐(ݏ௝ −   .(௜ݏ
As we will see, the coefficient 𝑐 enters our model with a negative sign which means that 

items are always constrained by their environment. This is done to make sure that the 
environmental constraints (i-vi) are realistically represented in the model. For our case this is 
relevant because it means that there is no formal difference between asymmetric inhibition 
and asymmetric priming in our model. That is we do not differentiate between these two 
cognitive mechanisms (cf. Hilpert & Correia Saavedra 2016): ݅ is inhibited more by ݆ than ݆ is 
inhibited by ݅ exactly if ݆ is primed more by ݅ than ݅ is primed by ݆. In both cases, the 
coefficient 𝑐 is larger for ݅ than it is for ݆ so that ݅ suffers more from its interaction with the 
environment than ݆ does. 

The two factors described above, intrinsic growth and asymmetric competition, determine 
the overall rate of change of the frequency 𝑥௜ of item ݅, i.e. the derivative of 𝑥௜ with respect to 
time t, d𝑥௜/dݐ. Thus, the set of (ordinary) differential equations defining the dynamical 
system reads  d𝑥௜dݐ = ௜ሻݏሺݎ ∙ 𝑥௜ −∑ 𝑐(ݏ௜ − ௝)𝑁௝=ଵݏ ∙ 𝑥௝ ∙ 𝑥௜ (1) 

where ݅ = ͳ,… ,𝑁. It simultaneously defines the change of all N items.  
For 𝑁 = ͳ, i.e. in the absence of any competing variant, the system reduces to a one-

dimensional logistic dynamical system d𝑥ଵdݐ = ଵሻݏሺݎ ∙ 𝑥ଵ ∙ (ͳ − 𝑐ሺͲሻݎሺݏଵሻ 𝑥ଵ) (2) 

where ݎሺݏଵሻ is the intrinsic growth rate and ݎሺݏଵሻ/𝑐ሺͲሻ = 𝐾 the carrying capacity of the 
linguistic item. The carrying capacity can be interpreted as the amount of possible slots in 
speech, which is determined by factors mentioned above (limited number of speakers; limited 
time; limited number of slots in an utterance; etc.). 

This system is well-known in the study of language dynamics. If 𝐾 = ͳ then this equation 
is equivalent with models that describe the spread of lexical items through speaker 
populations (Nowak 2000; Nowak et al. 2000; Solé et al. 2010; Solé 2011). Likewise, 
competition models of grammatical rules (or grammars) which are driven by triggered 
learning reduce to a logistic map (Niyogi 2006: 164–166). More generally, logistic models 
have been assumed to model the progress of linguistic change (Altmann 1983; Kroch 1989; 
Denison 2003; Wang & Minett 2005), thereby typically measuring token frequencies. These 
studies do not necessarily involve competition among variants in an explicit way, in the sense 
that one linguistic variant replaces another. Rather, the growth of populations of tokens is 
constrained by interspecific competition: tokens of a particular type thereby compete for slots 
in utterances and speakers. If everyone knows a linguistic type and uses it in every possible 
utterance, then there is simply no potential to grow any further in frequency. This is what the 
carrying capacity 𝐾 accounts for. Since patterns of logistic – or S-shaped – spread are 
relatively abundant in diachronic change of linguistic items, different mechanisms have been 
studied that account for it (also in more realistic network structures) (Blythe & Croft 2012).  

The dynamical system outlined above belongs to the Lotka-Volterra model family, which 
is widely used in ecological research. One key result in mathematical ecology is that any 
Lotka-Volterra system can be transformed into a system of replicator equations that model the 
dynamics of an evolutionary game (Hofbauer & Sigmund 1998; Nowak 2006). This is 
relevant, since evolutionary game theory has been facing growing acceptance in linguistic 
research (de Boer 2000; Pietarinen 2003; Nowak 2006; Jäger 2008a, 2008b).  
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Just like game-theoretical systems, the Lotka-Volterra system in (1) can converge to an 
ecological equilibrium. We are only interested in non-trivial equilibria, i.e. equilibria which 
are different from the zero point corresponding to the absence of all items ݅ (details can be 
found in Appendix A1). In the one dimensional special case (2), this non-trivial equilibrium is 
given by the carrying capacity 𝐾. The two-dimensional case 𝑁 = ʹ is of particular relevance, 
because it can be used to model the competition among an old and a new variant of an item, 
with frequencies 𝑥ଵ and 𝑥ଶ, respectively (which will be described in more detail in 3.3 and 
3.4). If 𝑁 = ʹ, leaving the non-trivial equilibrium aside, it can either be the case that only one 
of the two items stably exists in the long run, while the other one gets lost. Or, under certain 
conditions both items may stably coexist (again, see Appendix A1 for more details). This 
observation will become important when we discuss evolutionary dynamics and 
diversification in 3.3 and 3.4. Before that, however, we need to take a closer at the 
competition coefficient. 

 
 
3.2 Asymmetric competition term 

As described above, the competition term c is defined as a function of the difference between ݏ௜ and ݏ௝: Δ = ௜ݏ − ௝ݏ ↦ 𝑐(ݏ௜ − ௝), ℝݏ → ℝ+, which fulfils that ݏ௜ < ௜ݏ)௝ implies 𝑐ݏ − (௝ݏ <𝑐(ݏ௝ −  ௜). Instead of monotone functions such as the family of sigmoid curves employed byݏ
Kisdi (1999) and Law et al. (1997) to model asymmetric competition in biology, we opt for a 
Gaussian function which decreases for large differences Δ (Fig. 1). This shape models the 
interaction among linguistic items more realistically, which we assume to become weaker if 
items are extremely dissimilar. The function defining the asymmetric competition term reads 𝑐ሺΔሻ = 𝑐୫a୶ ∙ ݁−ሺΔ−ఓሻమଶ𝜏మ  (3) 

where 𝑐୫a୶ is the maximal competitive disadvantage among interacting linguistic items, 
which is assumed if Δ = ߤ The parameter .ߤ > Ͳ can be interpreted as similarity threshold, 
where similarity refers to how close two substances are to each other (e.g. to what extent two 
durations match).6 Beyond ߤ competition among two items becomes less severe. This assures 
that items which are extremely dissimilar do not significantly affect each other through 
priming (Rueckl 1990; Snider 2009). Thus, ߤ operationalizes the scope of priming. The 
parameter 𝜏 the extent to which priming is asymmetric (it determines the steepness of the 
curve). If 𝜏 is large both items have a relatively similar impact on each other. If 𝜏 is small, in 
contrast, the impact of the item carrying more substance on the one with less substance is 
strong. That is, there is a severe asymmetric effect. Figure 1 shows the shape of the curve 
defined by the competition coefficient. Technical details relevant to our analysis can be found 
in Appendix A2. Box 1 summarizes the model parameters together with their cognitive 
interpretation. 
 
 
 
 
Fig. 1 here 

                                                 
6 Note that in our account, substance is always measured by a one-dimensional real-valued 
parameter s. Hence, similarity in substance can be measured by means of the difference 
between two substance scores.  
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Box 1 here 
 
 
3.3 Adaptive dynamics  
Let us go back to the case of a single linguistic type, henceforth ‘item 1’, specified by 
substance ݏଵ. As sketched above, item 1 could for instance be a construction, a word type, a 
diphone, or even a single phoneme. We assume that the value ݏଵ merely represents the 
prototypical amount of substance of item 1, and that variants featuring slightly less and 
slightly more substance are associated with the prototype labeled as ‘item 1’. We assume that 
variant substances within that class are distributed around the prototypical substance ݏଵ. If a 
speaker picks a variant (exemplar; extension), say ‘item 2’, with substance ݏଶ slightly smaller 
or larger than ݏଵ as a new competing prototype (or label), what are the chances that item 2 
replaces item 1 if we take the effect of asymmetric priming into account? 

This question is tackled by the mathematical toolkit of ‘adaptive dynamics’ (Dieckmann 
& Law 1996; Geritz et al. 1998). As an extension of evolutionary game theory (Maynard 
Smith 1982; Nowak 2006), this framework has been developed to analyze biological 
phenotypic evolution, e.g. the evolution of fertility, body weight or the size of particular body 
parts, in ecologically complex setups like geographically, biologically or socially structured 
populations (Cushing 1998). A key feature of adaptive dynamics is the eco-evolutionary 
feedback loop. Emerging mutant populations do not occur in isolation but rather face an 
environment which is determined by the resident population, the mutant is a variant of. If the 
mutant population successfully invades and replaces the resident, it becomes the new resident 
population and thereby shapes an environment that future mutants have to cope with. By 
applying a number of mathematical techniques to a given population dynamical model, one 
can determine whether or not successful invasion and substitution occurs. If applied 
iteratively, the long-term evolution of a phenotypic trait can be predicted. In addition to 
evolutionarily stable configurations this can result in more complicated evolutionary 
dynamics such as Red-Queen dynamics, evolutionary suicide (Dercole & Rinaldi 2008), or, as 
of primary interest to the present study, evolutionary branching and stable coexistence (Geritz 
et al. 1998). 

The adaptive dynamics toolkit rests on two technical assumptions about evolution: (i) 
mutations are sufficiently small and (ii) mutations are sufficiently rare. What these 
assumptions ensure is that the ecological timescale is separated from the evolutionary 
timescale, that is, mutations occur only if populations are close to their population-dynamical 
equilibrium. These assumptions arguably hold for biological evolution (Dercole & Rinaldi 
2008: 65). Let us see if they apply to linguistic evolution as well. The first assumption, that 
linguistic variation occurs in small steps, is consistent with the wide spread notion in usage-
based linguistics that linguistic change is gradual (Croft 2000; Pierrehumbert 2001; Hopper & 
Traugott 2003; Bybee 2010).7 The validity of second assumption in linguistics is less obvious. 
As mentioned above, we assume that variation is always present in speech production. 
However, under our conceptualization a ‘linguistic mutation’ (Ritt 2004; Croft 2000) occurs 
only if a speaker reorganizes the cognitive setup by employing a new prototypical variant, an 
event which we assume to occur much rarer. In summary, we do not consider it problematic 
                                                 
7 It applies less directly to generative approaches to language change Roberts (2007); Niyogi 
(2006), unless considering probabilistically weighted (or fuzzy) generative grammars  (e.g. 
Yang (2000)). 
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to apply the framework of adaptive dynamics to diachronic change in linguistics (see also 
Doebeli 2011 and AUTHORS for other linguistic applications). 

For our endeavor, assumptions (i) and (ii) have the following consequences. First, they 
ensure that mutations, i.e. new variants of a linguistic item, do not differ much in terms of 
substance from the old versions they were derived from. That is, steps of reducing or 
enhancing substance are relatively small so that large jumps are not possible.8 In other words, 
formal evolution is modeled as a continuous process. Second, since mutations (events of 
adopting new prototypes) are rare, we only have to concern ourselves with the dynamics of 
two populations at most in mutant-resident interactions (because under a new variant either 
vanishes or replaces the old variant; see Geritz et al. 2002 for more technical details). Both 
assumptions make mathematical computations much easier. 
 
3.4 Conditions for stable diversification 

As pointed out above, we seek to determine if a slightly different variant of item 1 
(characterized by substance ݏଵ), labeled item 2, can become more frequent and perhaps even 
replace the resident item 1. In order to do so, we must calculate the ‘invasion fitness’ of item 
2, which is defined as the expected growth-rate of item 2 under the assumption that item 2 is 
relatively rare (since it is new) and exposed to an environment in which item 1 is already 
present. If invasion fitness is positive, item 2 can invade and (under certain conditions) 
replace item 1. If it is negative, it cannot do so. Invasion fitness can be computed directly 
from the underlying population-dynamical model (system (1)) for any pair of formal 
substances ݏଵ and ݏଶ. Thus, if an item specified by formal substance ݏଵ is replaced by an item 
specified by formal substance ݏଶ, the latter may in turn be invaded by yet another item 
specified by formal substance ݏଷ. In this way, the evolutionary trajectory of formal substance ݏ can be determined. Formal details about how this trajectory can be derived can be found in 
the appendix (A3).  

Sometimes, evolution of formal substance can – temporarily – come to a halt, which is 
referred to as an ‘evolutionary singularity’ (because at such a point the rate of change in ݏ 
becomes zero), denoted by ݏ∗. A variety of things can happen at such a point. Formal 
substance could for instance reach an evolutionary optimum, a ‘continuously stable strategy’ 
(CSS). Such an evolutionary optimum cannot be invaded by nearby strategies, and evolution 
drives formal substance always towards that CSS.  

Under certain conditions, evolution can drive formal substance towards an ‘evolutionary 
branching point’ (BP) at which a population consisting of a single item type is divided into a 
population consisting of two different item types. Crucially, these two types stably coexist 
rather than ousting each other. This scenario is interesting as it corresponds to linguistic 
diversification. 

If we implement the asymmetric priming term as defined in (3) into the dynamical system 
defined in (1) it can be shown that in our model evolutionary branching occurs at an 
evolutionary singularity ݏ∗ if ݎ′ሺݏ∗ሻ ∙ ఓ𝜏మ⏟>଴>⏟ሺiሻ ሻ∗ݏሺ′′ݎ >⏟ሺiiሻ ሺߤଶ − 𝜏ଶሻ ∙ ሻ∗ݏሺݎ ∙ ఓ𝜏6⏟    >଴ . (4) 

                                                 
8 In fact, the adaptive-dynamics framework provides methods for dealing with scenarios 
where this assumption is relaxed. But it makes computations much more complicated and can 
lead to completely different predictions. See Appendix A3 and Geritz et al. (2002). 
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Details about the derivation of these inequalities can be found in the appendix. In summary, 
two criteria can be identified that promote stable diversification, both of which have an 
immediate linguistic interpretation. First, the slope of the intrinsic growth rate ݎ as a function 
of formal substance must be sufficiently large at the evolutionary singularity (ideally 
increasing in ݏ). That is, if reproductive success of an item increases if it is larger, then 
diversification as a reflex of asymmetric priming becomes more likely. Second, 𝜏 in the 
asymmetric-priming term should not be much smaller than ߤ (ideally 𝜏 >  If this is the .(ߤ
case then the curve defining the effect of asymmetric priming is relatively broad. This means 
that asymmetric priming is relatively weak. If the effect of asymmetric priming is too strong 
so that the curve becomes very steep (i.e. such that inequality (ii) is reversed), then the 
evolutionary singularity becomes stable, resulting in an evolutionary optimum (continuously 
stable strategy, CSS). This is one of our key results: asymmetric priming only leads to stable 
diversification if it is mild. Strong priming effects, in contrast, entail optimization of formal 
substance.   

Let us consider an example.9 Figure 2 illustrates the evolution of ݏ under the hypothetical 
assumption of a strictly increasing and mildly convex intrinsic growth rate ݎሺݏሻ =  ଷ/ଶ. Thisݏ
function, for instance, models the plausible linguistic assumption that items benefit from 
having much formal substance, e.g. because formally explicit items are easier to perceive by 
the listener, and that this benefit gets less relevant the shorter an item is. No other pressures 
are supposed to apply in this example (which is, of course, less plausible). Thus, we 
investigate evolution in an extremely listener-friendly scenario in which asymmetric priming 
still applies. If 𝜏 is small, the asymmetric-priming curve is much steeper than if 𝜏 is large (left 
vs. right plot in Fig. 2a, respectively). As a consequence, formal substance ݏ approaches an 
optimal strategy under strong asymmetric competition, while it undergoes evolutionary 
branching under sufficiently weak asymmetric competition (left vs. right plot in Fig. 2b, 
respectively). In the latter case, the item undergoes formal reduction until it reaches a 
threshold at which it is divided into two similar and stably coexisting items. The one which is 
more reduced maintains its formal substance, while its competing variant increases its 
substance again to a point at which the formal difference between the two competing 
populations of items is sufficiently large. Since the dynamics in this example are largely 
driven by the listener the result reflects a configuration in which the two items are sufficiently 
different so that they can be easily distinguished from another in perception.   
 

Fig 2 here 
 

In what follows we investigate the evolutionary behavior of formal substance in two 
substantially different linguistic domains: phonetic reduction of (mor)phonotactic diphones on 
the sublexical level and grammaticalization on the lexical level. 

 
4 Applications of the model 

 
4.1 Sublexical: asymmetric priming in phonotactics 
Diphones, i.e. strings of two sounds, have been suggested to support segmentation of speech 
strings into words (Daland & Pierrehumbert 2011). Similarly, diphones apparently help the 
                                                 
9 All evolutionary invasion analyses and evolutionary trajectories in this paper were computed 
with Mathematica 10.3, Wolfram Research (2016), with a modified version of a script by 
Stefan Geritz (2010). 
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listener in the decomposition of words into morphemes when they span a morpheme 
boundary. The latter are referred to as ‘morphonotactic’ or ‘low-probability’ diphones (Hay & 
Baayen 2003, 2005; Dressler & Dziubalska-Kołaczyk 2006; Dressler et al. 2010). Consonant 
diphones are especially useful for this purpose due to their markedness. While for instance 
word final diphones like /md/ in seemed function as perfect markers of morphological 
complexity, other diphones such as word final /nd/ as in banned or /ks/ as in clocks are less 
reliable indicators of morpheme boundaries: both diphone types are also found word finally 
within morphemes, such as hand or box. Thus, these diphone types suffer from ambiguity in 
signaling complexity, evidently a dispreferred feature from a semiotic point of view (Kooij 
1971; Dressler 1990). Consequently, it has been argued that diphones should diachronically 
evolve in such a way that they either occur exclusively ‘lexically’ within morphemes, or 
purely ‘morphonotactically’ across morpheme boundaries (Dressler et al. 2010; Ritt & 
Kaźmierski 2015). As is evident from the above examples, this is not the case. Thus, 
coexistence phenomena like these need to be explained. 

We suggest that the observable stable coexistence is grounded in asymmetric priming 
effects. Why is this plausible? A number of studies imply that morphonotactic consonant 
diphones are typically shorter than their lexical counterparts (Kemps et al. 2005; Plag et al. 
2011; Leykum et al. 2015). If this is the case, then asymmetric priming should apply in such a 
way that morphonotactic diphones benefit from the presence of lexical diphones to a larger 
extent than the reverse. Hence, we can apply the model described in section 3 to the evolution 
of diphone lenght (we will use the terms ‘length’ and ‘duration’ interchangeably in this 
section) and check under which conditions two phonemically identical diphones, which 
merely differ in duration, can coexist.10 

 We specify the shape of the intrinsic growth rate ݎ of diphones as a function length ݏ. 
Kuperman et al. (2008) show that token frequency of Dutch, English, German and Italian 
diphone types exhibits the shape of an inverse ‘U’, respectively. Very short and very long 
diphones show relatively low token frequencies, while diphones in the middle of the duration 
spectrum are highly frequent in terms of tokens. Notably, this does not depend on the position 
of diphones within the word nor on whether or not diphones do belong to a language’s 
phonotactics, although phonotactically illegal diphones are significantly longer than 
phonotactically legal ones (Kuperman et al. 2008: 3905). Importantly, this is orthogonal to the 
question of whether morphonotactic instances of a particular diphone type exhibit a shorter 
duration than their lexical counterparts that belong to the very same diphone type, as 
discussed above. 

In their analysis, Kuperman et al. (2008) model this inverse-U shape as a result from a 
trade-off between articulatory and perceptual effort. Thus, the frequency distribution of 
diphones is shaped by pressures imposed both by the speaker and the listener. In contrast, 
Zipfian patterns such as the inverse relationship between length and token frequency are only 
determined by pressures imposed by the speaker. Similar to their model (Kuperman et al. 
2008: 3902) we propose that the intrinsic growth rate ݎ of a diphone as a function of length ݏ 
is defined as ݎሺݏሻ = 𝛼ሺͳݏܥ −  ሻ𝜋ݏ

                                                 
10 Note that the durational differences between lexical and morphonotactic clusters are very 
small and thus probably do not classify as phonemic, but see Kemps et al. (2005) for a 
discussion about whether durational differences in phoneme sequences actually function as 
cues in word-decomposition. We would like to thank Martin Hilpert raising this issue.  
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where ܥ, 𝛼 and 𝜋 are strictly positive. In this function, 𝛼 measures articulatory effort and 𝜋 
measures perceptual effort, while ܥ simply bounds the height of the function from above. 
Note that these constants are assumed to be language specific and to apply to all items in a 
language’s diphone inventory (Kuperman et al. 2008).  The function above is locally concave 
(i.e. inverse-U shaped) at its maximum ݏ୫a୶ = 𝛼/ሺ𝛼 + 𝜋ሻ.11 If 𝛼 > 𝜋, i.e. if articulatory 
effort outbalances perceptual effort (this is a listener friendly phonotactic system), then the 
peak of the function is shifted to the right. If 𝜋 > 𝛼 so that perceptual effort is larger than 
articulatory effort in diphone transmission (i.e. a speaker friendly phonotactics), then the peak 
is shifted to the left.  
 
Fig 3 here 
 
Box 1 about here 

 
 

What can be said about the long-term evolution of acoustic duration? We show in 
Appendix A4 that the evolutionary dynamics of acoustic duration exhibit an evolutionary 
singularity which shall be labeled ݏ∗. In the present scenario,  ݏ∗ depends on articulatory 
effort 𝛼, perceptual effort 𝜋, the similarity threshold ߤ defining the scope of priming and 
strength of asymmetric priming 𝜏 (see Box 1 for a summary of the parameters involved). 

In order to evaluate whether ݏ∗ is an evolutionary branching point (or indeed a CSS) we 
have to check if condition (4) is fulfilled. The computation is lengthy since the explicit 
expressions of ݏ∗, intrinsic growth rate ݎሺݏ∗ሻ and the derivatives it involves are a little 
cumbersome. Hence, we will not derive explicit conditions, but instead leave it at numerically 
plotting ݏ∗ as a function of 𝛼, 𝜋, ߤ and 𝜏 thereby distinguishing between the different types of 
evolutionary singularities. The results are shown in Fig. 4. It shows a 3-by-3 table consisting 
of nine bifurcation plots of the evolutionary singularity ݏ∗ሺߤ, 𝜏ሻ (vertical axis) as a function of 
the parameters defining the impact of asymmetric priming ߤ and 𝜏 (horizontal axes). Across 
the single bifurcation plots, perceptual effort 𝜋 increases from the left-most column to the 
right-most column, while articulatory effort 𝛼 increases from the top row to the bottom row. 
In each plot, dark gray denotes singularities which are BPs, while light gray denotes 
singularities that are CSSs.12 Also note that given the restrictions on the four parameters in 
this paper, ݏ∗ always exists and is non-negative.  

 
Fig 4 here 

 
There are multiple observations to be discussed, the most relevant of which are 

summarized in Box 2 below. First, the evolutionary singularity ݏ∗ decreases in ߤ as can be 
seen from the decreasing values on the vertical axis. Since ߤ functions as a similarity 
threshold beyond which priming effects become weaker, this means that evolution drives 
length towards very small values, if asymmetric priming is relatively insensitive in the sense 

                                                 
11 It is globally concave if 𝛼 = 𝜋 = ͳ, and locally convex close to 0 and 1, if  𝛼 > ͳ and 𝜋 >ͳ, respectively. 

12 As can be seen, there are no repellors or Garden-of-Eden points for the admitted 
combinations of 𝛼, 𝜋, ߤ and 𝜏. See appendix. 
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that it applies to pairs of items which are substantially different from another (large ߤ). In 
contrast, if asymmetric priming has a narrow scope (small ߤ), then formal reduction is 
hampered.  

Second, ݏ∗ increases in 𝜏, which determines the impact of asymmetric priming. If 𝜏 is 
small, then asymmetric priming has a strong impact. In that case, items tend to get shortened. 
If 𝜏 is large, so that asymmetric priming has relatively weak effects, then longer durations are 
maintained.  

Third, the height of evolutionary singularity ݏ∗ is determined by articulatory and 
perceptual effort. While low perceptual effort supports long items, high perceptual effort 
drives reduction to shorter durations. This is plausible and consistent with what one would 
expect from the respective roles that speakers and listeners play in the evolution of diphone 
duration: speaker friendliness leads to reduction (‘lenition’) while listener friendliness 
supports long durations (‘fortition’; see e.g. Dressler et al. 2001 and Dziubalska-Kolaczyk 
2002 for some evidence in phonotactics).  

Fourth, let us discuss the roles that the similarity threshold ߤ and strength of asymmetric 
priming 𝜏 play in evolutionary branching (dark gray region in Fig. 4). As can be seen in Fig. 
 is large so that the ߤ must be relatively small in order to enable stable diversification. If ߤ ,4
range of items that are subject to asymmetric priming is large then duration is simply 
optimized, i.e. approaches a CSS (light gray region in Fig. 4). Moreover, and consistent with 
the condition derived in 2.4, 𝜏 must be greater than ߤ, so that asymmetric-priming effects are 
relatively weak in order to accommodate BP. However, as can be seen from the elliptic shape 
of the dark gray region, 𝜏 must not be too large, and if 𝜏 is large then ߤ must not be too small. 
This illustrates that branching requires rather complicated conditions to occur, while 
optimization of duration is the default. Overall, stable coexistence of duration-wise 
substantially different diphone-type variants apparently is an exceptional phenomenon.  

Finally, articulatory and perceptual effort have an impact on potential diversification. 
Looking at the size of the dark gray regions in Fig. 4 from left to right, i.e. increasing 
perceptual effort, we see that the dark gray area gets smaller making diversification less 
likely. However, when inspecting the size of the dark gray region from top to bottom, we see 
that it is maximal in the middle row, i.e. for intermediate values of articulatory effort. 
Interestingly, this means that speakers and listeners do not only exert differential impact on 
the extent of shortening, but that they also determine the potential for branching very 
differently. The more effort has to be allocated to the processing of a diphone in perception 
(i.e. the less listener friendly), the less likely it is that a language accommodates two variants 
of that diphone type. Conversely, if a language shows many coexisting diphones that differ in 
duration, then perceptual effort should be relatively small in that language (i.e. a more listener 
friendly configuration).13 With respect to production, no such monotone relationship applies.  

Box 2 about here 
 
We can simulate the evolution of a diphone’s duration ݏ given articulatory effort 𝛼, 

perceptual effort 𝜋, similarity threshold ߤ and strength of asymmetric priming 𝜏. Figure 5a 

                                                 
13 Coexisting diphones thus hint at increased listener friendliness, which seems contradictory 
given that the listener suffers most from ambiguous configurations. Note, however, that the 
model only captures the effect of duration and does not model the effect of complexity 
signaling in any way, apart from the assumption that lexical diphones are typically longer 
than their morphonotactic counterparts.   
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shows the evolutionary trajectory of duration and the corresponding token frequency at 
population-dynamical equilibrium, i.e. ሺݏ, 𝑥̂ሺݏሻሻ, for 𝑐୫a୶ = ͳ, ߤ = Ͳ.ͳ, 𝜏 = Ͳ.ͳʹ, 𝜋 = ͳ and 𝛼 = ʹ, i.e. articulatory effort being twice as large as perceptual effort. Note that the time axis 
measures the number of evolutionary steps rather than ecological time. Note that the diphone 
first undergoes durational reduction, i.e. pairwise competition of items in which the shorter 
item outcompetes the longer item. Reduction proceeds until an evolutionary singularity (at 
about ݏ∗ ≅ Ͳ.ʹͷ) is reached. This singularity is an evolutionary branching point. Here, 
reorganization takes place, since from this point onwards, two variants of the diphone stably 
coexist. That is, the exemplar cloud (extension network) corresponding to the original item is 
split into two separate clouds (networks). As a consequence, the stored tokens from the set 
corresponding to the former prototype are divided among the two new sets. Consequently, the 
two new token frequencies are half as large as the former one. In Fig. 5a, this is represented 
by an abrupt drop in frequency displayed on the vertical axis.  
 
 
 

Fig 5 here 
 
Beyond the branching point the dynamics support two subpopulations: the subpopulation 

of the reduced variant benefits from asymmetric priming while the subpopulation of the 
longer variant benefits from the listener friendliness assumed in the current scenario (𝛼 > 𝜋). 
Figure 5b shows the development of the two token frequencies after the split. We argue that 
the more frequent variant represents lexical instances (dashed line) and the less frequent 
variant represents morphonotactic, i.e. boundary crossing, instances of the diphone type (solid 
line), since the former are longer than the latter. In this example, lexical diphones turn out to 
be roughly twice as frequent as their morphonotactic counterparts. 

Although there is obviously no diachronic data that gives reliable information about 
diphone duration, we can at least compare the frequency development of morphonotactic 
diphones to that of their – apart from length – homophonous lexical counterparts by looking 
at diachronic corpus data. Overall, we would expect frequency trajectories of morphonotactic 
and lexical diphones to look roughly as the ones in Fig. 5b. In order to give empirically 
attested examples, we make use of the ECCE cluster database (cf. Baumann et al. 2016). It 
contains all word-final consonant diphones that occur in the Penn Helsinki corpora of Middle 
English and Early Modern English (Kroch et al. 2004; Kroch & Taylor 2000) together with 
weights that probabilistically account for the absence of word-final and inter-consonantal 
schwas. Most importantly, clusters are labeled as to whether they cross a morpheme 
boundary. 

 
Fig 6 here 

 
For the purpose of this study, we only looked at a small set of ambiguous clusters, i.e. 

configurations in which morphonotactic and lexical instances of a diphone type co-occur in 
the data: /ld, rn, r, rd/ (which we assume to evolve independently from each other). We 
divided the observation period into sub-periods of 50 years each and computed the 
normalized token frequencies for each cluster type in each period, thereby differentiating 
between lexical and morphonotactic clusters. In this way, we computed a pair of frequency 
trajectories for each cluster type, which can be compared to trajectories resulting from the 
model, as the ones in Fig. 5b.  
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Figure 6 shows the resulting pairs of frequency trajectories for the four different 
ambiguous cluster types (lines denote fitted LOESS curves computed in R, R Development 
Core Team 2013). The respective trajectories of /ld, rn, r, rd/ roughly fit to the configuration 
predicted by the model in that morphonotactic and lexical clusters coexists so that the latter 
are consistently more frequent (cf. Fig. 5b).  
 
4.2 Lexical: asymmetric priming in grammaticalization 

When Jäger and Rosenbach (2008) brought forth their hypothesis of asymmetric priming they 
primarily had lexical items in mind: formally short and semantically bleached words are 
hypothesized to benefit more from their formally long and semantically rich counterparts than 
the reverse. We proceed in two steps. First, we apply our model to this problem and just 
consider asymmetric priming on the formal level. Second, we consider both form and 
meaning (by a unified degree of ‘grammaticality’ incorporating both dimensions) and define 
interaction among lexemes in such a way as suggested by Hilpert and Correia Saavedra 
(2016). As will be seen, stable lexical coexistence can only be predicted in the latter case. 

In both steps, we assume an inverse relationship between reproductive success and length 
(Baayen 2001). For instance, we can define intrinsic growth rate in terms of a power law ݎሺݏሻ =  ఑−ݏܥ
where ߢ and ܥ are positive. Under these circumstances, diversification is not possible. Rather, 
formal substance unidirectionally evolves towards ever smaller values, as suggested by Jäger 
and Rosenbach (2008). Figure 7 shows an example of an evolutionary trajectory under the 
assumption of a Zipfian intrinsic growth rate. Mathematical details are shown in Appendix 
A5. 
 
 
Fig 7 here 
 

Although the model illustrates how unidirectional evolution of formal substance during 
grammaticalization might proceed and thereby formally supports Jäger and Rosenbach’s 
(2008) hypothesis that unidirectionality in grammaticalization is driven by asymmetric 
priming, the proposed scenario is not entirely convincing for at least two reasons. First, we 
see that according to the model, items get exponentially more frequent the more they are 
reduced rather than exhibiting a sigmoid frequency development as observed in many 
empirical grammaticalization studies (Hopper & Traugott 2003). What is more important, 
however, is that stable coexistence of related forms cannot be accounted for by the present 
model. This clearly speaks against what we see in the linguistic data.  

The unrealistic behavior of the model might be grounded in the way in which asymmetric 
priming has been implemented, since in our model priming solely depends on formal 
differences between competing items (‘more substance primes less substance’). Indeed, 
Hilpert and Correia Saavedra (2016) suggest asymmetric priming to work in the opposite 
direction if the semantic level is also taken into account (Hilpert & Correia Saavedra 2016). 
Lexical items are more inhibited less by grammaticalized variants than the reverse. If in the 
word domain, asymmetric semantic priming overrides the effects of asymmetric formal 
priming, then the roles of the two arguments in the asymmetric-competition term would be 
simply exchanged. As a result, stable diversification would be possible, provided the effect of 
asymmetric priming is sufficiently strong. Notably, this applies even if intrinsic growth rate is 
a decreasing function of formal substance.  
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For instance, let us define the ‘degree of grammaticality’, i.e. the degree to which a word 
is grammaticalized, as ݃ = ͳ −  .because more grammatical words are typically shorter, cf) ݏ
Hopper & Traugott 2003; Heine & Kuteva 2007).14 We assume that, in the absence of 
competing variants, words benefit from higher degrees of grammaticality, for instance 
because of decreased effort in production, higher predictability, or higher syntactic 
productivity (Narrog & Heine 2011). Thus we let intrinsic growth rate increase in ݃, e.g. ݃ ܥ↦ ⋅ ݃ఒ, ߣ, ܥ > Ͳ (see Fig. 8a). Then intrinsic growth rate, as a function of formal substance ݎሺݏሻ = ܥ ⋅ ሺͳ −  ሻఒ, is decreasing. If we assume asymmetric priming on the word level toݏ
have exactly the opposite effects as defined in 2.2 so that ‘grammaticalized primes lexical’, 
we can set 𝑐୵୭୰ୢሺΔሻ = 𝑐ሺ−Δሻ (because ݃ଵ − ݃ଶ = ଶݏ − .ଵ), and replace 𝑐ሺݏ ሻ in the 
dynamical system by 𝑐୵୭୰ୢሺ. ሻ. Without going into detail about the evolutionary analysis of 
the adapted model, let us briefly consider Fig. 7 which shows evolution of the degree of 

grammaticality ݃, assuming ߤ = Ͳ.ʹ, 𝜏 = Ͳ.ͳͺ, 𝑐୫a୶ = ܥ = ͳ and ߣ = ʹ.  
As can be seen in Fig. 8b words become more grammatical and at the same time more 

frequent in terms of tokens until a branching point is reached. That is, lexical evolution 
unfolds as a sequence of invasion-substitution events in which variants compete without being 
able to coexist stably. At the branching point, the dynamics support the coexistence of two 
variants, one which is slightly more grammaticalized than the other one (as for instance seen 
in bridging contexts in the early stages of grammaticalization). At this point, both variants can 
coexist because the grammaticalized variant benefits from higher productivity and/or ease of 
production, while the lexical variant benefits from being asymmetrically primed by its more 
grammaticalized cousin. Subsequently, the subpopulations diverge until the two variants are 
sufficiently different from each other.15 Notably, the more grammaticalized version also 
becomes more frequent than its more lexical counterpart and does so in a sigmoid way.   

 
Fig 8 here 

 
The development shown in Fig. 8b strikingly converges with what is known from 

empirical research on grammaticalization phenomena (Narrog & Heine 2011). For instance, 
consider the development of the adverbial taboo intensifier ‘fucking’ (e.g. fucking great) and 
the going to future construction. The taboo intensifier developed out of the present participle 
form of the verb ‘fuck’ (with its meaning of sexual intercourse) which, in a first step, 
grammaticalized into an attributive adjective (fucking losers) and afterwards also took up the 
function of a taboo intensifier. During this grammaticalization process, the meaning of sexual 
intercourse bleached out and the form was also phonologically reduced (fuckin’; /ˈfʌkɪn/). On 

                                                 
14 Clearly, ݃ is an abstract and simplified parameter in that it expresses multiple linguistic 
dimensions (formal substance, semantics, morphosyntax) associated with grammaticalization 
on a one-dimensional (gradual) scale. It lies in the qualitative nature of the model that we do 
not – even try to – give specific ݃ values for particular words. What really matters is the 
ordering of lexical variants with respect to their degree of grammaticality.    

15 Note that in our simulation, evolution of ݃ starts at a value close to 0, i.e. at the lexical end 
of the cline, because words usually enter the lexicon as open-class items. If we let evolution 
start close to 1, ݃ would approach the BP from above. Thus, to be precise, the adapted model 
supports the unidirectionality hypothesis only in those cases, in which words enter a language 
as lexical items (which arguably holds true for the majority of all cases).  

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



 

18 
 

the other hand, the motion verb ‘go’ (I am going to town) grammaticalized into a future 
reference marker (I am going to stay in town). In both cases, the grammaticalized forms are 
much more frequent than the verbal source grams (Fig. 8c). This supports Hilpert and Correia 
Saavedra’s (2016) observation that asymmetric priming on the lexical level works in precisely 
the opposite way than hypothesized by Jäger and Rosenbach (2008). The assumptions and 
predictions of both models are summarized in Box 3. 

 
Box 3 about here 
 

 
5 Discussion and conclusion 

 

Asymmetric priming among items that differ in formal substance has been argued to affect 
their long-term evolution. Although priming works on a very short time scale, multiple 
repeated production and perception processes affected by priming can lead to diachronic 
change of a linguistic item. One of these diachronic processes is formal reduction. Since items 
with more substance are supposed to prime less items with less substance rather than the 
reverse, this leads to unidirectional formal erosion (Jäger & Rosenbach 2008). Unfortunately, 
the premise of this hypothesis does not seem to hold if one investigates words rather than 
sublexical items. As Hilpert and Correia Saavedra (2016) demonstrate, it is the more lexical 
words which are inhibited less by their lexical counterparts than the other way round.  

In this paper, we proposed a population-dynamical model that captures the effect of 
asymmetric priming among linguistic items to investigate the long-term diachronic effects of 
this short-term cognitive mechanism. Importantly, it also takes the relationship between 
formal substance and productivity into account. We applied the model to the sublexical 
domain (covering form only, more precisely strings of sounds) as well as to the lexical 
domain (covering words with form and meaning, and a corresponding degree of 
grammaticality). On both levels, we integrated empirically plausible functions that relate 
substance to reproductive success. While we assumed that asymmetric priming works on the 
sublexical (phonotactic) level in the direction originally suggested by Jäger and Rosenbach 
(2008), we tested both directions on the lexical (word) level.  

We could show that in all scenarios, reduction of full forms occurs as a combined effect 
of (negative) asymmetric priming, utterance frequency and formal substance. Crucially, in 
addition to the reducing tendencies that we find both lexically as well as sublexically, the 
model predicts diversification and coexistence of related forms that differ in formal substance 
under certain conditions. In particular, the effect of asymmetric priming must be relatively 
weak for diversification to occur.  Diversification occurs on the lexical level only if 
interaction among lexemes acts in the way empirically attested by Hilpert and Correia 
Saavedra (2016). More grammatical items need to asymmetrically support their lexical 
counterparts, otherwise stable diversification is not supported. In fact, layering of related 
words is a common phenomenon, as exemplarily illustrated in 4.2 (Figure 7c). Thus, our 
model functions as a link between what we see on short time scales (within-utterance effects 
demonstrated by Hilpert & Correia Saavedra 2016) and in diachronic grammaticalization 
developments. 

On the sublexical level, we integrated a function that accounts for the relative pressures 
imposed by the speaker and the listener (in order to relate duration to reproductive success), in 
addition to an asymmetric priming effect in which long items asymmetrically support short 
items. Several observations can be made: reduction is promoted (i) if asymmetric priming 
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applies also to items which are very different from each other, (ii) if asymmetric priming has 
a strong effect, and (iii) if perceptual effort is high and if articulatory effort is low. The roles 
that perceptual and articulatory effort play in the likelihood of diversification are more 
complicated. Overall, diversification on the sublexical level seems to be the exception than 
the rule. Optimized durations are expected to be more dominant in sublexical inventories. But 
if it occurs, this points at pressures imposed by the listener, i.e. ease of perception. This seems 
contradictory, as ambiguous configurations, such as phonemically similar diphones, are 
expected to impute more effort to the listener. On the other hand, listeners benefit from an 
increased inventory of sublexical segments as this arguably allows for a larger number of 
contrastive (and thus listener friendly) configurations (albeit not larger contrasts; cf. de Boer 
2000). We used the model to explain the semiotically dispreferred (ambiguous) configurations 
of coexisting lexical and boundary-spanning (morphonotactic) word-final consonant diphones 
(Hay & Baayen 2005; Dressler et al. 2010). In a nutshell, the model shows that stable 
coexistence among similar lexical (longer) and morphonotactic (shorter) diphones is possible 
because longer diphones are preferred by the listener and because shorter diphones benefit 
from the presence of their longer counterparts via priming.  

Our model demonstrates that weak cognitive short-term effects can have major 
consequences on a larger time scale. It thus supports the notion that “weak inductive biases 
acting on learning can have strong effects in the cultural system as the effects of those biases 
accumulate” (Thompson et al. 2016: 4531) and that even weak biases can account for 
phenomena which are commonly seen as strong linguistic universals (Kirby et al. 2007; Evans 
& Levinson 2009). Indeed, phenomena like unidirectional reduction and unidirectional 
layering through grammaticalization have been conceptualized as “universals of language 
change” in the historical linguistic literature (Haspelmath 2004: 17; see also Greenberg 1966). 
In our account, ‘weak biases’ act on two different levels. The psychological process of 
(asymmetric) priming itself constitutes a weak process as it operates on a very short time 
scale. In addition to that, we show that within instances of that process it is only weak 
asymmetric effects as well as priming with a relatively narrow scope in terms of similarity 
which promotes an extremely common diachronic behavior, namely linguistic diversification. 
Diversification occurs on many linguistic levels, of which we only covered two in our study 
(evolution of lexical and phonotactic items). We leave applications to other linguistic 
diversification phenomena open for future research (examples are the split of phonemes into 
long and short variants, or constructional competition and diversification; for explicitly 
evolutionary accounts see Kaźmierski 2015 and Zehentner 2017, respectively). 

Clearly, the complexity of the model is relatively restricted. Neither does it cover 
relationships between formally less related items, nor does it explicitly model semantic or 
complicated morphosyntactic relationships (let alone social or pragmatic factors). The only 
factors that are built into the model are asymmetric priming, utterance frequency and formal 
substance. However, as we have demonstrated, already a small set of interacting factors 
governing the production and perception of linguistic items can yield (perhaps) surprising 
reflexes in the long run. We take our study to demonstrate that (also relatively simple) 
mathematical models provide useful tools for systematically investigating interactions like 
this, testing linguistic hypotheses, and making sense of – in fact only seemingly – paradox 
empirical observations. 
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Appendix 

A1 Stable ecological equilibria 

In what follows, we discuss the equilibria of system (1) in the case of 𝑁 = ͳ and 𝑁 = ʹ. The 
one-dimensional system can be shown to exhibit two population-dynamical equilibria where 
the rates of growth are zero: a trivial one at 𝑥̂ଵ = Ͳ and a non-trivial one at 𝑥̂ଵ ଵሻ/𝑐ሺͲሻݏሺݎ= = 𝐾, by substituting these two values into the equation. We will write 𝑥̂ሺݏሻ to 
denote that equilibrium frequency is a function of substance ݏ. A stability analysis of the 
trivial equilibrium reveals that it is unstable, i.e. that its stability modulus is positive, 
whenever ݎሺݏଵሻ > Ͳ, so that the population of tokens approaches the non-trivial equilibrium 
(cf. e.g. Solé 2011: 168–171). According to our assumption about ݎ this is always the case. In 
the absence of competitors, items remain in the language. 

The situation becomes more complicated, when there are two competing items, i.e. 𝑁 =ʹ. Then the system reads: d𝑥ଵdݐ = ଵሻ𝑥ଵݏሺݎ − 𝑐ሺͲሻ𝑥ଵଶ − 𝑐ሺݏଵ − ݐଶሻ𝑥ଵ𝑥ଶ  d𝑥ଶdݏ = ଶሻ𝑥ଶݏሺݎ − 𝑐ሺͲሻ𝑥ଶଶ − 𝑐ሺݏଶ −   ଵሻ𝑥ଵ𝑥ଶݏ

Let us assume that ݏଵ <  ଶ, that is item 1 has less formal substance (i.e. it is shorter) than itemݏ
2 does. Then, due to asymmetric priming, 𝑐ሺݏଵ − ଶሻݏ < 𝑐ሺݏଶ −  ଵሻ.  There are four equilibriaݏ
at which no change occurs: (i) ሺͲ,Ͳሻ, (ii) ሺͲ,  ଵሻ/𝑐ሺͲሻ,Ͳሻ and finally anݏሺݎଶሻ/𝑐ሺͲሻሻ, (iii) ሺݏሺݎ
internal equilibrium ሺivሻ 𝒙i୬୲ = ቀ𝑐ሺ଴ሻ௥ሺ௦భሻ−𝑐ሺ௦భ−௦మሻ௥ሺ௦మሻ𝑐ሺ଴ሻమ−𝑐ሺ௦భ−௦మሻ𝑐ሺ௦మ−௦భሻ, 𝑐ሺ଴ሻ௥ሺ௦మሻ−𝑐ሺ௦మ−௦భሻ௥ሺ௦భሻ𝑐ሺ଴ሻమ−𝑐ሺ௦భ−௦మሻ𝑐ሺ௦మ−௦భሻቁ . 
The latter is the case of stable coexistence. This equilibrium is stable if ͳ > ଶሻݏሺݎ/ଵሻݏሺݎ >𝑐ሺݏଵ − ଶݏଶሻ/𝑐ሺݏ −  ଵሻ (Hofbauer & Sigmund 1998: 26–27). Note in particular, that theݏ
intrinsic growth rate of a formally longer item is required to be larger than that of a formally 
shorter item. This will be important when we study diversification. 
 

A2 Competition term 

Let us inspect the competition term  𝑐ሺΔሻ = 𝑐୫a୶ ∙ ݁−ሺΔ−ఓሻమଶ𝜏మ  
where Δ = ௝ݏ −  ௜ more closely. First, we see that it formally meets the requirements for 𝑐ݏ
modeling asymmetric competition as outlined in 3.1. This is so, because ݏ௜ < ௝ݏ  implies 𝑐(ݏ௜ − (௝ݏ < 𝑐(ݏ௝ −  is positive (which is plausible because the effect of ߤ ௜) as long asݏ
priming ultimately decreases with dissimilarity) and since 𝑐ሺΔሻ > Ͳ for all Δ. The parameter 𝜏 
determines the steepness of the curve defined by 𝑐. If 𝜏 is small, then the effect of asymmetric 
priming is very strong. Conversely, if 𝜏 is large, then the curve is relatively flat so that 
asymmetric priming contributes less to the competition among the two items. At the same 
time 𝜏 defines the inflexion points of the function. If 𝜏 < then the curve is locally convex in 𝑐ሺͲሻ, as illustrated in Fig. 1, while it is locally concave if  𝜏 ߤ >  Also note that the first .ߤ
derivative fulfils 𝑐′(ݏ௜ − (௝ݏ > Ͳ if ݏ௜ ≅  ௝. That means, if ݆ is only slightly longer than ݅ thenݏ
the strength of competition increases as the difference in substance between ݅ and ݆ increases. 
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The latter observations will become important in the evolutionary analysis of the dynamical 
system (Appendix A3).  
 

A3 Evolutionary diversification 

 
We derive the conditions for evolutionary branching of formal substance, as a result of 
asymmetric priming. Let us denote invasion fitness, i.e. the expected growth rate of a rare 
item 2 exposed to an environment set by resident item 1 as ݂ሺݏଶ,  ଵሻ. It is computed by takingݏ
the derivative of the right-hand side of equation (3a) with respect to 𝑥ଶ and assuming that 
item 2 has frequency 0 (as it is rare) while item 1 rests at its population dynamical equilibrium 𝑥̂ଵ =  ଵሻ/𝑐ሺͲሻ (due to separation of time scales, see 3.3). We proceed as Kisdi (1999) andݏሺݎ
Law et al. (1997) (see also Doebeli 2011: 64–73 for a discussion of biological diversification 
driven by asymmetric competition). From the differential equation that defines the dynamics 
of item 1 (i.e. equation (3a)) we compute invasion fitness as  ݂ሺݏଶ, ଵሻݏ = ଶሻݏሺݎ − 𝑐ሺݏଶ, ଵሻ𝑐ሺͲሻݏሺݎଵሻݏ . 
Note that there is no term for self-regulation originating from item 2 (i.e. 𝑐ሺͲሻ) since initially 
item 2 is supposed to be rare, so that self-regulation does not show any substantial effects. If ݂ሺݏଶ, ,ଶݏଵሻ is positive, then item 2 can invade. If ݂ሺݏ  ଵሻ is negative it will eventually goݏ
extinct so that the item 1, i.e. prototypical substance ݏଵ, remains. Thus, if we want to know if 
items with slightly less or more substance can invade, we compute the partial derivative of ݂ሺݏଶ, ଶሻݏሺܦ :’ଵ This is the so-called ‘fitness gradientݏ ଶ evaluated atݏ ଵሻ with respect toݏ ≔ ௦భ=௦మ[ଵݏ��݂�� ] = ଶሻݏሺ′ݎ − 𝑐′ሺͲሻݎሺݏଵሻ𝑐ሺͲሻ .  
If the ܦሺݏଶሻ is positive, variants with slightly more substance can invade, if ܦሺݏଶሻ is negative, 
slightly shorter items can invade (Kisdi 1999: 152; Geritz et al. 1998: 37). As long as ܦሺݏଶሻ is 
not close to zero, invasion implies that item 1 is replaced by item 2 (‘tube theorem’; see 
Geritz et al. 2002). The evolution of substance ݏ unfolds as a stepwise sequence. Under the 
assumption of small and rare mutations, it can be shown (Dercole & Rinaldi 2008: 88–95) 
that evolution of ݏ proceeds according to the differential equation ̇ݏ = ݇𝑥̂ሺݏሻܦሺݏሻ, 
called the ‘canonical equation of adaptive dynamics’, where ݇ > Ͳ denotes the ‘mutational 
rate’. It is proportional to the probability that an item is chosen to be a new prototype. In this 
paper, ݇ is taken to be constant, although it is theoretically possible to let ݇ depend on ݏ. The 
equation operates on the evolutionary time scale measured in mutational steps. Since ݇ is the 
rate of mutation, ͳ/݇ is the expected time between two substitution events, i.e. in our context 
between two events of adopting a new prototypical substance for some item.  

Since 𝑥̂ሺݏሻ > Ͳ, evolution goes either upwards if ܦሺݏሻ > Ͳ or downwards, i.e. 
representing successive formal reduction, if ܦሺݏሻ < Ͳ. If, however, at some point ݏ∗ the 
fitness gradient vanishes, i.e. ܦሺݏ∗ሻ = Ͳ, then evolution reaches an ‘evolutionary singularity’. 
In the present model this can be shown to be the case if  ݎ′ሺݏ∗ሻݎሺݏ∗ሻ = 𝑐′ሺͲሻ𝑐ሺͲሻ =  .𝜏ଶߤ
If ݎ is globally constant or decreasing, there is no such singularity, since ߤ ,ݎ and 𝜏 are 
positive by assumption. 
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In general there are four types of evolutionary singularities. First, evolution could have 
reached a local optimum at ݏ∗ which cannot be improved by changing ݏ (‘continuously stable 
strategy’; CSS). Second, ݏ∗ could represent a local fitness-minimum so that evolution moves ݏ away from ݏ∗ as soon as a mutant occurs (‘evolutionary repellor’). Third, ݏ∗ could represent 
an optimum, but if any perturbation occurs evolution drives ݏ away from ݏ∗ (‘Garden-of-Eden 
point’; GoE). Finally, and most relevant to our endeavor, ݏ∗ could represent an ‘evolutionary 
branching point’ (BP) at which the population splits into two coexisting variants. In biology, 
this is referred to as speciation; in linguistics this scenario represents synchronic coexistence 
of related linguistic variants. 

Two formal criteria have been derived that have to be fulfilled for  ݏ∗ to be an 
evolutionary branching point (Geritz et al. 1998: 38–40), namely that in the neighborhood of ݏ∗   ሺiሻ ሻ∗ݏሺ′ܦ < Ͳ andሺiiሻ 𝜕ଶ݂𝜕ݏଶଶ > Ͳ,  

where condition (i) ensures that evolution proceeds towards ݏ∗, since the fitness gradient is 
positive below ݏ∗ and negative above ݏ∗,  and condition (ii) ensures that ݏ∗ is not stable, since 
the fitness landscape in ݏ∗ is locally convex with respect to new variants. If both inequalities 
hold, then stable diversification is possible. 

In order to evaluate the first condition the first derivative of the fitness gradient at the 
singular strategy has to be computed, which finally yields ሺiሻ ሻ∗ݏሺ′′ݎ < ሻ∗ݏሺ′ݎ 𝑐′ሺͲሻ𝑐ሺͲሻ⏟  >଴ , 
where we know that 𝑐′ሺͲሻ/𝑐ሺͲሻ > Ͳ. Thus, (i) holds whenever ݎ is strongly increasing at the 
singularity. If ݎ is concave at the singularity (ݎ′′ሺݏ∗ሻ < Ͳ), and increasing (ݎ′ሺݏ∗ሻ > Ͳ), then 
condition (i) follows immediately.  

The second condition unfolds as ሺiiሻ ሻ∗ݏሺ′′ݎ > 𝑐′′ሺͲሻ ሻ𝑐ሺͲሻ⏟  >଴∗ݏሺݎ , 
which holds if 𝑐 is sufficiently concave around 0. If we explicitly compute 𝑐′ሺͲሻ and 𝑐′′ሺͲሻ 
and substitute 𝑐′ሺͲሻ into 𝑐′′ሺͲሻ, we find that 𝑐′′ሺͲሻ = 𝑐′ሺͲሻ𝜏ସ ∙ ሺߤଶ − 𝜏ଶሻ . 
Furthermore we know that 𝑐′ሺͲሻ𝑐ሺͲሻ =  𝜏ଶߤ

so that altogether, branching is possible if ሺi + iiሻ ሻ∗ݏሺ′ݎ ∙ 𝜏ଶ⏟>଴>⏟ሺiሻߤ ሻ∗ݏሺ′′ݎ >⏟ሺiiሻ ሺߤଶ − 𝜏ଶሻ ∙ ሻ∗ݏሺݎ ∙ 𝜏6⏟      >଴ߤ  . 
 

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



 

23 
 

A4 Sublexical evolutionary dynamics 

We show that the evolutionary dynamics of the Lotka-Volterra system (1) where intrinsic 
growth is defined as  ݎሺݏሻ = 𝛼ሺͳݏܥ − ሻ𝜋ݏ , :ݎ [Ͳ,ͳ] → ℝ+, 
exhibit an evolutionary singularity. To this end, we first have to derive the equilibrium of the 
system on the ecological time scale. In the case of a population consisting of a single type, i.e. 
a single exemplar/extension cloud whose prototypical diphone has length ݏ, we find that at 
population-dynamical equilibrium frequency is given by 𝑥̂ = 𝛼ሺͳݏܥ −  ሻ𝜋/𝑐ሺͲሻ. Thus, theݏ
inverse-U shape of ݎ is inherited by token frequency 𝑥̂.16 We know from Appendix A1 that 
two diphone variants of a specific diphone type with length ݏଵ and ݏଶ, where ݏଵ <  ଶ, canݏ
coexist on the ecological time-scale if ͳ > ଶሻݏሺݎ/ଵሻݏሺݎ > 𝑐ሺݏଵ − ଶݏଶሻ/𝑐ሺݏ −  ଵሻ. This entailsݏ
that coexistence is not possible if ݏଵ, ଶݏ > ୫a୶ݏ = 𝛼/ሺ𝛼 + 𝜋ሻ. In that case, both lengths would 
be located in the decreasing region of ݎ so that the first inequality would not be fulfilled. 
Thus, ݏ୫a୶ provides a – necessary but not sufficient – upper bound for stable coexistence of 
two diphone variants of a single type that differ in duration. Put differently, two long variants 
of a diphone cannot coexist.  

We know that an evolutionary singularity, if it exists, must fulfill ݎ′ሺݏ∗ሻ/ݎሺݏ∗ሻ =  𝜏ଶ/ߤ
(see Appendix A3). After substituting ݎ and the first derivative of ݎ into this equation and 
solving it for ݏ∗ there are two solutions, only one of which is contained in the unit interval: ݏ∗ = ߤ + ሺ𝛼 + 𝜋ሻ𝜏ଶ −√−Ͷ𝛼ߤ𝜏 + ሺߤ + ሺ𝛼 + 𝜋ሻ𝜏ଶሻଶʹߤ  . 
 

A5 Lexical evolutionary dynamics 

Here, we show that under the assumption of a Zipfian relationship between substance and 
utterance frequency, evolution of substance is unidirectional and that evolutionary branching 
is not possible. Let intrinsic growth be defined by a power law ݎሺݏሻ = ,఑−ݏܥ :ݎ [Ͳ,ͳ] → ℝ+ 
where ߢ ≥ Ͳ and ܥ > Ͳ. From Appendix A1 we know that a single variant approaches a 
population dynamical equilibrium at 𝑥̂ =  ఑/𝑐ሺͲሻ so that the decreasing shape of the−ݏܥ
intrinsic growth rate is again inherited by token frequency at equilibrium as desired. However, 
since ݎ′ሺݏሻ = ఑−ଵ−ݏܥߢ− < Ͳ it follows that two variants which differ in length cannot stably 
coexist (see condition for the existence of an internal equilibrium in A1). If we compute the 
fitness gradient (Appendix A3) we see that  ܦሺݏሻ = ܥ− ఑−ଵ−ݏߢ) + 𝜏ଶߤ఑−ݏ )⏟          >଴ < Ͳ, 
so that length evolves unidirectionally towards ever smaller values. 

Since the fitness gradient never vanishes, there are no evolutionary singularities which 
immediately precludes evolutionary branching. Note, that this is even the case if ߢ = Ͳ, i.e. if 
the intrinsic growth rate does not depend on formal substance. That is, if there is only 

                                                 
16 It is worth pointing out that Kuperman et al.’s (2008) model in fact tracks logged token 
frequency as a function of duration rather than raw token frequency. We do not consider this a 
problem, since ݁ 𝑥̂ as a function of ݏ still displays an inverse-U shape.  
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asymmetric priming, then evolution of substance is unidirectional, as hypothesized by Jäger 
and Rosenbach (2008).  
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Box 1. Cognitive interpretation of model parameters ݏ prototypical formal substance of a linguistic item; evolving parameter ݃ prototypical degree of grammaticality related to ݏ; evolving parameter (see 
 intrinsic growth rate; measure of productivity independent of interactions with ݎ (4.2
similar variants but depending on ݏ 𝑐 asymmetric competition coefficient; depends on interaction via priming 
among variants that differ in ݏ; restricts growth in the one-dimensional case 𝑐୫a୶ maximal competitive disadvantage imposed by a related variant ߤ similarity threshold for asymmetric priming (scope of priming); beyond a 
difference of ߤ, priming effects become weaker 𝜏 measure of the strength of asymmetric priming; if 𝜏 is small/large priming has 
strong/weak effects on processing 𝛼 language specific articulatory effort; small 𝛼 corresponds to a speaker friendly 
linguistic system (see 4.1) 𝜋 language specific perceptual effort; small 𝜋 corresponds to a listener friendly 
linguistic system (see 4.1) ߢ language specific strength of the inverse relationship between substance and 
productivity of words (see 4.2) 
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Box 2. Sublexical dynamics: key results 

Assumptions 

Relationship between 
intrinsic growth ݎ and 
substance ݏ Inverse U; governed by articulatory effort 𝛼 and 

perceptual effort 𝜋 

Directionality of 
asymmetric priming 𝑐 Long primes short more strongly than the reverse 

Predictions 

Effect of strength of 
asymmetric priming 𝜏 Relatively weak asymmetric priming promotes 

diversification; strong asymmetric priming leads to 
fierce reduction 

Effect of scope of 
asymmetric priming ߤ 

Narrow scope of priming promotes diversification; 
wide scope of priming promotes reduction towards 
optimal duration 

Effect of articulatory effort 𝛼  
High articulatory effort promotes reduction 

Effect of perceptual effort 𝜋 High perceptual effort inhibits reduction and makes 
diversification less likely 
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Box 3. Lexical dynamics: key results 

Assumptions 

 Substance only Substance and meaning 
(degree of grammaticality ݃) 

Relationship between 
intrinsic growth ݎ and 
substance ݏ Inverse  Inverse 

Directionality of 
asymmetric priming 𝑐 Long primes short more 

strongly than the reverse 
More grammatical (short) 
primes less grammatical 
(long) more strongly than the 
reverse 

Predictions 

Effect of strength of 
asymmetric priming 𝜏 Unidirectional reduction 

irrespective of 𝜏 Diversification possible under 
weak asymmetric priming 

Effect of scope of 
asymmetric priming ߤ 

Unidirectional reduction 
irrespective of ߤ 

Diversification possible if 
priming has a relatively small 
scope 
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Figure 1. Gaussian function underlying the asymmetric competition term with 𝑐୫a୶ = ͳ, ߤ =Ͷ, 𝜏 = ͵. 

 

 
Figure 2. (a) Asymmetric competition terms with ߤ = Ͳ.͵ and 𝑐୫a୶ = Ͳ.ͳ assuming strong 
(left; 𝜏ୱ୲୰୭୬g = Ͳ.ʹ͵) and weak (right; 𝜏୵ୣak = Ͳ.ʹͻ) priming effects, respectively. (b) 
Evolutionary trajectory of formal substance ݏ based on the canonical equation of adaptive 

dynamics assuming ݎሺݏሻ =  ଷ/ଶ. If priming effects are strong, items undergo formalݏ
reduction thereby approaching an optimal degree of formal substance (left). Under weak 
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priming effects, diversification occurs followed by stable coexistence of two items occurs that 
differ as to their degree of formal substance (right).  

 

 
Figure 3. Intrinsic growth rate ݎ as a function of ݏ, where ݎሺݏሻ = 𝛼ሺͳݏܥ −  ሻ𝜋. Solid lightݏ
gray curve: 𝛼 = ͳ, 𝜋 = ʹ, i.e. perceptual effort dominates. Dashed dark gray curve: 𝛼 = ʹ, 𝜋 = ͳ, i.e. articulatory effort dominates. In both cases, ܥ = ͳ. 

 

 
Figure 4. Bifurcation plots of the evolutionary singularity ݏ∗ depending on the similarity 
threshold ߤ and priming strength 𝜏. Dark gray areas denote BPs, light gray areas denote CSSs.  
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Plots are shown for different values of articulatory effort 𝛼 (rows) and perceptual effort  𝜋 
(columns). 
 

 
Figure 5. (a) Evolutionary trajectory of ሺݏ, 𝑥̂ሺݏሻሻ before and after branching. Substance s 
proceeds towards a BP, subsequently followed by branching and coexistence of a shorter 
(morphonotactic, ‘mpt’) and a longer (lexical, ‘lex’) variant (only every 100th point 
displayed). (b) Frequency trajectories of both variants (dashed: lexical; solid: morphonotactic) 
after evolutionary branching (𝑐୫a୶ = ͳ; ߤ = Ͳ.ͳ; 𝜏 = Ͳ.ͳʹ; 𝜋 = ͳ; 𝛼 = ʹ).   

 
  

 
Figure 6. Empirical developments of four word-final consonant-diphone types retrieved from 
Middle and Early Modern English corpus data. Circles and crosses denote normalized 
frequencies (p.m.) of morpheme internal (lexcial) and boundary spanning (morphonotactic) 
diphones, while dashed and solid lines denote LOESS trajectories fitted to the lexical and 
morphonotactic data points, respectively. 
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Figure 7. Evolution of formal substance ݏ in grammaticalization under asymmetric formal 
priming and (a) Zipfian intrinsic growth. (b) Items undergo unidirectional reduction and 
become increasingly frequent (frequency 𝑥̂ measured on the vertical axis; ܥ = ͳ, ߢ =Ͳ.ͷ, 𝑐୫a୶ = ͳ, ߤ = Ͳ.ͳ, 𝜏 = Ͳ.ͳʹ). 
 

 
Figure 8. Evolution of the degree of grammaticality ݃ in grammaticalization under 
asymmetric priming among words 𝑐୵୭୰ୢ and (a) a positive relationship between ݃ and 
intrinsic growth rate: ݎሺ݃ሻ = ݃ଶ. (b) After a period of increasing grammaticality (and 
decreasing formal substance), the dynamics lead to stable coexistence of two words that differ 
with respect to their degree of grammaticality ݃ and frequency 𝑥̂. The more grammatical 
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word is more frequent and more reduced than its more lexical cousin. Both trajectories exhibit 
sigmoid shapes (𝑐୫a୶ = ͳ, ߤ = Ͳ.ʹ, 𝜏 = Ͳ.ͳͺ; only every 100th point displayed). (c) 
Diachronic trajectories of grammaticalized (solid) and lexical (dashed) variants. On the left: 
attributive (grammaticalized) and verbal (lexical) instances of fucking (search queries: fucking  
_j*  + fucking  _nn* (attributive) vs. fucking_v* (verbal)). On the right: auxiliary 
(grammaticalized) and verbal (lexical) instances of going to (search queries: [going to _v?i*] 
vs. [going to]-[going to _v?i*]). The data was elicited from the Corpus of Historical American 
English. 
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Linguistic diversification as a long-term effect of asymmetric priming: an adaptive-

dynamics approach  

Abstract: This paper tries to narrow the gap between diachronic linguistics and research on 

population dynamics by presenting a mathematical model which corroborates the notion that 

the cognitive mechanism of asymmetric priming can account for observable tendencies in 

language change. The asymmetric-priming hypothesis asserts that items with more substance 

are more likely to prime items with less substance than the reverse. Although these effects 

operate on a very short time scale (e.g. within an utterance) it has been argued that their long-

term effect might be reductionist, unidirectional processes in language change. In this paper, 

we study a mathematical model of the interaction of linguistic items which differ in their 

formal substance, showing that in addition to reductionist effects, asymmetric priming also 

results in diversification and stable coexistence of two formally related variants. The model 

will be applied to phenomena in the sublexical as well as in the lexical domain. 

Keywords: asymmetric priming, diversification, unidirectionality, population dynamics, 

phonotactics, grammaticalization 

 

1 Introduction 
 

This paper introduces a mathematical population-dynamical model on the interaction of 

closely related linguistic items which factors in the psychological mechanism of ‘asymmetric 

priming’ and the relationship between formal substance and utterance frequency. The model 

can not only successfully predict reductionist tendencies in linguistic change but also 

diversification, i.e. the stable coexistence of two historically related and formally similar 

albeit not entirely identical linguistic variants. With this paper we want to contribute to the 

recent interdisciplinary discussion whether and to which extent asymmetric priming – which 

is a cognitive mechanism that can also be found in other cognitive domains – can explain 

aspects of long-term linguistic change.  

Hilpert and Correia Saavedra (2016: 3) define asymmetric priming as “a pattern of 

cognitive association in which one idea strongly evokes another, while that second idea does 

not evoke the first one with the same force”. More explicit items (e.g. semantically and 

phonologically richer forms) are more likely to prime less explicit items (e.g. semantically 

bleached and phonologically reduced forms) than the reverse (Shields & Balota 1991); in 

short ‘more substance primes less substance. Although these neurological/cognitive effects 

operate on a very short time scale, it has been suggested that they are not transient effects but 

– via implicit learning – can have potential long-term diachronic effects by permanently 

modifying cognitive representations (Loebell & Bock 2003; Kaschak 2007).  

In a programmatic paper, Jäger and Rosenbach suggest that asymmetric priming might be 

the “missing link” to solve the puzzle of how “performance preferences may come to be 

encoded in grammars (i.e. on the competence level) over time” (2008: 86). They claim that 

“what appears as diachronic trajectories of unidirectional change is decomposable into atomic 
steps of asymmetric priming in language use” (2008: 85). The ‘priming triggers language 
change’ argument could be summarized in the following way: asymmetric priming favors the 

repeated production of certain reduced linguistic forms and supports their successful 

entrenchment, which diachronically promotes these reduced variants (see section 2 for details 

on the ‘asymmetric priming hypothesis’).  
Although we do not believe that asymmetric priming is the only driving force in change, 

we are in favor of Jäger and Rosenbach’s idea. We suggest that asymmetric priming can help 
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to explain the long-term reduction of form in a more sophisticated way than the traditional, 

rather simplistic ‘ease of effort’ argument  (Zipf 1949; André Martinet 1955; Hawkins 2007). 

Additionally, we will show that our model can also account for the phenomenon of stable 

diversification on the sublexical as well as on the lexical level if other factors next to 

asymmetric priming are also considered. 

So far, not much has been written on the potential link between asymmetric priming and 

diachronic change (e.g. Hilpert & Correia Saavedra 2016). Our contribution to the debate is 

the development of a mathematical model. Our analysis unfolds in two steps. First, we 

formulate a population-dynamical model of the competition between linguistic items with 

different degrees of formal substance (Law et al. 1997; Kisdi 1999). The architecture of the 

model looks roughly like this: On the one hand, it features a term that accounts for the 

functional relationship between formal substance and frequency (e.g. Zipfian inverse 

duration-frequency relationship). On the other hand, in order to account for asymmetric 

priming, the model also features an asymmetric competition term which models the 

interaction of formally similar items. In a second step, we conduct an evolutionary invasion 

analysis of the model (Dieckmann & Law 1996; Geritz et al. 1998; Page & Nowak 2002) 

investigating whether new and formally reduced variants replace their formally rich 

counterparts. This procedure allows for a simulation of the diachronic long-term development 

of linguistic items with respect to their formal substance.  

We will apply our model to two linguistic domains in order to demonstrate the flexibility 

of the model: (i) sublexical and (ii) lexical. In our first (sublexical) application, we model the 

interaction among pairs of sound sequences (more precisely, consonant diphones), in which 

one sequence is more reduced in terms of duration than its counterpart. Pairs of diphones that 

are phonemically identical (except for their duration) are an attested phenomenon. For 

instance, consonant diphones which occur across morpheme boundaries such as /nd/ in join-
ed are typically shorter than phonemically identical morpheme internal pairs of consonants 

such as /nd/ in wind. The coexistence of morphonotactic (more reduced) and lexical (less 

reduced) variants of the same consonant-diphone type can be explained well with our model 

by integrating empirically plausible functional relationships between duration and token 

frequency.  

In the second (lexical) application we investigate grammaticalization. For example, the 

form going evolved from a lexical verb (I am going to town) into an auxiliary (I am going to 
stay in town), where the auxiliary is said to be a more grammaticalized (reduced) variant of 

the lexical verb. Both forms coexist in a stable manner (Hopper & Traugott 2003). With 

regards to grammaticalization, two hypotheses have been formulated. While Jäger and 

Rosenbach (2008) claim that more lexical variants of a word asymmetrically prime their more 

grammaticalized counterparts (‘lexical supports grammaticalized’, and consequently ‘more 
substance supports less substance’), Hilpert and Correia Saavedra (2016: 15-16) argue that 

this directionality is in fact reversed in the sense that lexical items are inhibited less by 

grammatical variants than the reverse. We will investigate both hypotheses. Our model builds 

on the empirically plausible assumption that substance and frequency in use are inversely 

related: words are more frequent if they are less explicit (i.e. if they are phonologically short 

or semantically bleached), and vice versa. We argue that neither Jäger and Rosenbach (2008) 

nor Hilpert and Correia Saavedra (2016) take this inverse relationship into account. If 

interaction among items unfolds in a way suggested by Jäger and Rosenbach, words are 

always diachronically reduced in a unidirectional manner, without any possibility of stable 

coexistence. If, however, the directionality of asymmetric interaction is reversed, then stable 

diversification of formally similar words can occur under certain conditions.  
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This paper is structured as follows: In section (2) we inform the reader about the 

cognitive mechanism of asymmetric priming and its link to linguistic change. Section (3) 

presents the mathematical model in all its detail. In (3.1) we introduce the general dynamical-

systems model, after which we concentrate specifically on the asymmetric competition term 

in (3.2). This is followed by an introduction to evolutionary invasion analysis (3.3), which is 

applied to the model in (3.4) in order to derive formal conditions for stable diversification to 

occur. The model will be applied to the sublexical (mor)phonotactic domain in (4.1) and on 

the lexical domain (grammaticalization) in (4.2). By means of analytical analyses and 

simulations, we show that its predictions match with previous empirical observations. We 

conclude with a discussion of what the model is capable of, but also its limitations.  

 

2 Explaining diachronic change via asymmetric priming  

 

Several typologically universal tendencies can be observed in language change; one being 

grammaticalization. Grammaticalization has been defined as a development “whereby lexical 
terms and constructions come in certain linguistic contexts to serve grammatical functions” 
(Hopper & Traugott 2003: 1). Many scholars see it as an epiphenomenon; an umbrella term 

for a bundle of composite processes where “linguistic units lose in semantic complexity, 

pragmatic significance, syntactic freedom and phonetic substance” (Heine & Reh 1984: 15). 

One major characteristic feature of grammaticalization is the unidirectional1 erosion of formal 

substance.2  

Reductionist tendencies also affect sublexical linguistic items such as strings of sounds 

within words. For example, the stop /b/ is lost in final /mb/ clusters in words like thumb or 

limb, and word final consonant+/s/ clusters are shortened in certain morphological 

configurations: morphologically produced /rs/ as in she hears is more reduced than /rs/ in 

Mars  (Plag et al. 2015). Also in this domain, speaker friendly reduction or lenition processes 

have been shown to be more abundant than their listener friendly strengthening or fortition 

counterparts (Honeybone 2008).  

Another well-known fact is that diachronic change leads to diversification, i.e. the 

development of new variants, which either compete until one ousts the other or which coexist 

peacefully. In both cases, the emergence of new variants leads to (temporary or stable) 

synchronic variation and the existence of formally related variants. Similar to reductionist 

tendencies, examples of diversification can be found in more than one linguistic domain. 

Diversification on the lexical level is evident in pairs like [have]verb (as in I have a cake) or 

[have]auxiliary (as in I have struggled), where the two items clearly have different functions 

(and where the latter is more likely to be reduced; e.g. I’ve struggled). Similarly, we can 

conceptualize the coexistence of reduced and unreduced (‘short’ and ‘long’) homophonous 
sound sequences as cases of diversification on the phonotactic (sublexical) level. For 

example, above-mentioned instance of /rs/ in she hears (short) and /rs/ in Mars (long).  

                                                 
1 Although exceptional cases have been listed which contradict unidirectionality claims (e.g. 

Brinton & Traugott (2005); Himmelmann (2004); Norde (2009)), unidirectionality “is generally 

accepted as a strong statistical tendency that is in need of an explanation” (Hilpert & Correia 
Saavedra 2016: 2; Heine & Kuteva (2002)). 
2 We can also observe unidirectional reductionist processes on the semantic level. For example, 

during grammaticalization, relatively rich, concrete and specific meanings develop more 

abstract and schematic meanings (but not the other way round). 
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Diversification has been explained in functionalist terms, by employing discourse-

pragmatic arguments like functional necessity; the speaker’s wish for ‘expressivity’ 
(Lehmann 1985: 10) or ‘extravagance’ (Haspelmath 1999). Similar expressions are said to 

survive because they find a semantic niche with a specific function (Breban et al. 2012). On 

the other hand, reductionist tendencies have most often been explained via the ‘ease of effort’ 
principle; signal simplicity (Langacker 1977: 105); or a preference for ‘structural 
simplification’ or ‘economy’ (Roberts & Roussou 2003; van Gelderen 2004). However, many 

usage-based, cognitive historical linguists have also looked at cognitive motivations for 

change. For example, analogical or metaphorical thinking are seen as cognitive processes 

which steer the direction of grammaticalization (Heine et al.; Bybee et al. 1994; Fischer 2007; 

Smet 2013; Sommerer 2015)3. On top of that and rather recently, a very small group has 

started to discuss and research the potential influence of another cognitive mechanism, 

namely asymmetric priming.  

Priming is a phenomenon and – at the same time – a method in psycholinguistics. As a 

phenomenon it is defined as “an improvement in performance in a perceptual or cognitive 
task, relative to an appropriate base line, produced by context or prior experience” 

(McNamara 2005: 3). Jäger and Rosenbach provide a more ‘linguistic’ definition: priming is a 

kind of “preactivation in the sense that the previous use of a certain linguistic element will 

affect (usually in the sense of facilitating) the subsequent use of the same or a sufficiently 

similar element (i.e. the ‘target’)” (2008: 89).  

Psychological research on semantic and syntactic priming is extensive and mostly 

experimental in lexical decision tasks or naming tasks (Bock 1986; Bock & Loebell 1990; 

Loebell & Bock 2003; Tooley & Traxler 2010; McNamara 2005). Importantly, (forward and 

backward) priming is often ‘asymmetrical’. For example, a concept like [eagle] strongly 

primes [bird] but less so the other way round. In a similar vein, [Lamp] primes [light] but not 

the other way round (e.g. Koriat 1981; Neely 1991; McNamara 2005; but also see Thompson-

Schill et al. 1998). Note that in all the mentioned cases the prime is semantically 

‘richer/concrete’ and more specific than the target.  
Other studies have shown priming effects on the phonetic/phonological level. In their 

study, Shields and Balota (1991) show that a full form is more likely to prime a phonetically 

reduced form than the other way round, which is why it has been concluded that “prime 

targets are more likely to be phonologically reduced than primes” (Jäger & Rosenbach 2008: 
98).4  

This lead to the following hypothesis: more explicit items (e.g. semantically and 

phonologically richer forms) are more likely to prime less explicit items (e.g. semantically 

bleached and phonologically reduced forms) than the reverse. With regards to language 

change, the main point is that this cognitive asymmetry shows the same skewed directionality 

as frequently observed unidirectional developments in diachrony. Research has shown that 

priming effects do not always decay immediately right after the target is produced but 

                                                 
3 Also see Haiman (1994); Diessel & Hilpert (2016); Schmid (2016) for grammaticalization 

as ‘stimulus weakening’ triggered by automatization/ routinization and strong entrenchment.  
4 This is supported by other experimental research Fowler & Housom (1987); Diessel (2007); 

Jurafsky et al. (2001); Ernestus (2014) which shows that there is a general relation between 

phonetic reduction and expectedness. Expected or more probable items are more likely to be 

reduced phonetically than unlikely items. Both identity and semantic relatedness of the prime 

leads to reduction in duration and amplitude of the target and this is strongest under identity. 
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sometimes persists over various trials  (Bock & Griffin 2000); this represents a kind of 

cumulative priming effect: with repeated trials there is an increased preference of a certain 

structure (Chang et al. 2006). Thus, “via implicit learning the effects of structural priming 

may become entrenched in speaker’s grammar over time” (Jäger & Rosenbach 2008: 100; 

Kaschak 2007). 

However attractive the hypothesis about the diachronic reflex of asymmetric priming 

may be, its premise does not seem to hold on the lexical level when facing empirical data, as 

demonstrated by Hilpert and Correia Saavedra (2016) in a recent experimental study. In fact, 

they show that the effect of asymmetric priming among related words is reversed, so that 

phonologically reduced and semantically bleached words are inhibited to a larger extent by 

lexical and thus phonologically rich and semantically more explicit relatives than the reverse. 

With regards to this contradiction, we argue that Jäger and Rosenbach’s hypothesis still 

holds, but only on the formal level. In fact, we will show two things in this paper. First, we 

demonstrate that asymmetric priming among phonotactic items in the directionality suggested 

by Jäger and Rosenbach (2008), i.e. ‘richer forms prime reduced forms’, can explain 

diachronic patterns observable in phonotactic change. Second, we show that if asymmetric 
priming among words works the way which Hilpert and Correia Saavedra (2016) suggest 

then, under certain conditions, reduction of formal substance still takes place among formally 

explicit forms. On top of that, asymmetric priming (in either direction) functions as a 

mechanism that drives diversification without the need of additional explanations like 

expressiveness or the presence of a semantic niche.  

 

3 The model 

 

3.1 A general Lotka-Volterra model of asymmetric linguistic competition 
We model the dynamics of linguistic items as a dynamical system. More specifically, we 

simultaneously track the token frequencies 𝑥ଵ, 𝑥ଶ, … , 𝑥𝑁  of 𝑁 ≥ ͳ formally related linguistic 

items indexed from 1 to N, which are characterized by a formal substance ݏଵ to ݏ𝑁, 

respectively. In our model, formal substance is defined as a one-dimensional continuous 

positive trait, i.e. ݏ௜ ∈ ℝ+ for all ݅ = ͳ,… ,𝑁. For instance, ݏ௜ could denote the duration of a 

linguistic item measured in seconds or the number of phonemes of a word. 

As introduced above, we model the development of the abundance 𝑥ଵ, 𝑥ଶ, … , 𝑥𝑁 of N 

formally related linguistic types numbered from 1 to N, depending on their respective formal 

properties ݏଵ, ,ଶݏ … , 𝑁 as well as on the interaction among the N linguistic items. 𝑥௜ݏ ∈ ℝ+  

can be thought of as token frequencies in language use. So, we model the development of 

continuous traits ݏଵ, ,ଶݏ … , ,𝑁 affecting the development of continuous frequencies 𝑥ଵݏ 𝑥ଶ, … , 𝑥𝑁. This makes it possible to apply our model to linguistic theories which build on 

detailed memories of linguistic items, often referred to as ‘exemplar clouds’ or ‘extension 
networks’ (Pierrehumbert 2001, 2016; Mompeán-González 2004; Wedel 2006; Nathan 2006; 

Kristiansen 2006). See Jäger and Rosenbach (2008: 101–103) for similar considerations. 

Linguistic types can be thought of as equivalence classes of variants, ‘labels’ or ‘labeled 
exemplar clouds’ of sufficiently similar exemplars (Pierrehumbert 2001), or cognitive 

‘prototypes’ that are associated with various ‘extensions’ in a network (Mompeán-González 

2004). In our case, ݏ௜ would be considered as an equivalence class of variants that share a 

similar amount of formal substance. In this conceptualization, the value ݏ௜ denotes the 

prototypical amount of formal substance in an equivalence class.  

The following two factors drive the dynamics of 𝑥ଵ, 𝑥ଶ, … , 𝑥𝑁. First, the dynamics of item ݅ depends on its ‘intrinsic growth rate’ which does not depend on any interactions among 
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different items but solely on linguistic properties of ݅. Crucially, this rate is assumed to 

depend on the item’s formal substance ݏ௜ so the intrinsic growth rate ݎ  is formulated as a 

function of ݏ௜: ݏ௜ ↦ +௜ሻ, ℝݏሺݎ → ℝ+. The rate is defined as the number of new tokens that are 

produced per token per time unit and thus functions as a measure of ‘productivity’ or 
‘reproductive success’ of an item. Token production, as defined here, depends on a number of 

processes. In the production-perception loop, tokens, as objects on the utterance level, are (i) 

perceived, (ii) learned, (iii) memorized, (iv) accessed, and finally (v) articulated so that new 

tokens of the same (or sufficiently similar) type are produced. We take ݎሺݏ௜ሻ to encompass all 

of these steps at once. At this point, there are no constraints on the shape of the functional 

dependency between growth rate and substance, since the relationship between ݎ and ݏ can be 

arguably complicated. For instance, formal substance may be positively related with 

perception, because long forms are perceived more easily, but negatively with articulation 

because it takes more effort to utter long forms. 

Second, we assume that linguistic items cannot grow unrestrictedly. This is plausible 

because (i) time, (ii) memory, (iii) the number of possible opportunities to produce utterances, 

(iv) the number of possible slots within an utterance, (v) articulatory energy, and not least (vi) 

the number of speakers represent limited resources. Thus, the growth of a linguistic item is 

constrained by its environment. In some cases (𝑁 > ͳ) the environment of a linguistic item 

also contains other linguistic items which have a major impact on each other. This might 

happen, for instance, if two linguistic items compete for similar slots in speech. If one item is 

used very frequently, this leaves less room for other linguistic items on one or more of the 

levels (i) to (vi). 

The interaction of an item with its environment shall be formalized as a coefficient 𝑐 ≥ Ͳ. 

In the case of a single item, it accounts for the limiting factors (i-vi) above. In the case of 

more than one item, the term models their interaction. In that case 𝑐 functions as a 

competition coefficient. If two items ݅ and ݆ co-occur within an utterance, then the overall 

number of ݅ tokens produced per ݅ token per time unit in the above described manner is 

decreased by 𝑐 tokens per time unit. This is a simplifying assumption because it ignores any 

specific ordering of ݅ and ݆. That is, we do not account for any structure within utterances and 

just assume that items ݅ and ݆ are randomly mixed. In other words, the probability of ݅ 
occurring before ݆ equals the probability of ݆ occurring before ݅. While structural details could 

be implemented into models like the one we are studying, it makes their analysis considerably 

more complicated (up to a point at which analytical results cannot be derived any more).5 For 

that reason, we stick to this simplification and leave the analysis of more complicated models 

open for future research. 

In our model, this competition coefficient is not constant but modeled as a function of 

formal substance ݏ௜ and ݏ௝ of ݅ and ݆, in order to account for the differential effects of 

asymmetric priming. We define c as a function of the difference between ݏ௜ and ݏ௝. This is 

done in such a way that competition among items with little formal substance and items with 

more formal substance is asymmetric: short items are inhibited less by long items than the 

reverse because short items benefit more from the presence of long items via asymmetric 

priming than the reverse. A shorter item ݅ is inhibited less by the presence of a longer item ݆, 
                                                 
5 Note that equivalent assumptions are made in game-theoretical models as well. We will 

comment on the relationship between the model family we use and game theoretical models 

below. 
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than ݆ is by the presence of ݅. Formally, we define the coefficient 𝑐 as a function  ݏ௜ − ௝ݏ ↦𝑐(ݏ௜ − ௝), ℝݏ → ℝ+, so that ݏ௜ < ௜ݏ)௝ implies 𝑐ݏ − (௝ݏ < 𝑐(ݏ௝ −   .(௜ݏ
As we will see, the coefficient 𝑐 enters our model with a negative sign which means that 

items are always constrained by their environment. This is done to make sure that the 

environmental constraints (i-vi) are realistically represented in the model. For our case this is 

relevant because it means that there is no formal difference between asymmetric inhibition 

and asymmetric priming in our model. That is we do not differentiate between these two 

cognitive mechanisms (cf. Hilpert & Correia Saavedra 2016): ݅ is inhibited more by ݆ than ݆ is 

inhibited by ݅ exactly if ݆ is primed more by ݅ than ݅ is primed by ݆. In both cases, the 

coefficient 𝑐 is larger for ݅ than it is for ݆ so that ݅ suffers more from its interaction with the 

environment than ݆ does. 

The two factors described above, intrinsic growth and asymmetric competition, determine 

the overall rate of change of the frequency 𝑥௜ of item ݅, i.e. the derivative of 𝑥௜ with respect to 

time t, d𝑥௜/dݐ. Thus, the set of (ordinary) differential equations defining the dynamical 

system reads  d𝑥௜dݐ = ௜ሻݏሺݎ ∙ 𝑥௜ −∑ 𝑐(ݏ௜ − ௝)𝑁௝=ଵݏ ∙ 𝑥௝ ∙ 𝑥௜ (1) 

where ݅ = ͳ,… ,𝑁. It simultaneously defines the change of all N items.  

For 𝑁 = ͳ, i.e. in the absence of any competing variant, the system reduces to a one-

dimensional logistic dynamical system d𝑥ଵdݐ = ଵሻݏሺݎ ∙ 𝑥ଵ ∙ (ͳ − 𝑐ሺͲሻݎሺݏଵሻ 𝑥ଵ) (2) 

where ݎሺݏଵሻ is the intrinsic growth rate and ݎሺݏଵሻ/𝑐ሺͲሻ = 𝐾 the carrying capacity of the 

linguistic item. The carrying capacity can be interpreted as the amount of possible slots in 

speech, which is determined by factors mentioned above (limited number of speakers; limited 

time; limited number of slots in an utterance; etc.). 

This system is well-known in the study of language dynamics. If 𝐾 = ͳ then this equation 

is equivalent with models that describe the spread of lexical items through speaker 

populations (Nowak 2000; Nowak et al. 2000; Solé et al. 2010; Solé 2011). Likewise, 

competition models of grammatical rules (or grammars) which are driven by triggered 

learning reduce to a logistic map (Niyogi 2006: 164–166). More generally, logistic models 

have been assumed to model the progress of linguistic change (Altmann 1983; Kroch 1989; 

Denison 2003; Wang & Minett 2005), thereby typically measuring token frequencies. These 

studies do not necessarily involve competition among variants in an explicit way, in the sense 

that one linguistic variant replaces another. Rather, the growth of populations of tokens is 

constrained by interspecific competition: tokens of a particular type thereby compete for slots 

in utterances and speakers. If everyone knows a linguistic type and uses it in every possible 

utterance, then there is simply no potential to grow any further in frequency. This is what the 

carrying capacity 𝐾 accounts for. Since patterns of logistic – or S-shaped – spread are 

relatively abundant in diachronic change of linguistic items, different mechanisms have been 

studied that account for it (also in more realistic network structures) (Blythe & Croft 2012).  

The dynamical system outlined above belongs to the Lotka-Volterra model family, which 

is widely used in ecological research. One key result in mathematical ecology is that any 

Lotka-Volterra system can be transformed into a system of replicator equations that model the 

dynamics of an evolutionary game (Hofbauer & Sigmund 1998; Nowak 2006). This is 

relevant, since evolutionary game theory has been facing growing acceptance in linguistic 

research (de Boer 2000; Pietarinen 2003; Nowak 2006; Jäger 2008a, 2008b).  
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Just like game-theoretical systems, the Lotka-Volterra system in (1) can converge to an 

ecological equilibrium. We are only interested in non-trivial equilibria, i.e. equilibria which 

are different from the zero point corresponding to the absence of all items ݅ (details can be 

found in Appendix A1). In the one dimensional special case (2), this non-trivial equilibrium is 

given by the carrying capacity 𝐾. The two-dimensional case 𝑁 = ʹ is of particular relevance, 

because it can be used to model the competition among an old and a new variant of an item, 

with frequencies 𝑥ଵ and 𝑥ଶ, respectively (which will be described in more detail in 3.3 and 

3.4). If 𝑁 = ʹ, leaving the non-trivial equilibrium aside, it can either be the case that only one 

of the two items stably exists in the long run, while the other one gets lost. Or, under certain 

conditions both items may stably coexist (again, see Appendix A1 for more details). This 

observation will become important when we discuss evolutionary dynamics and 

diversification in 3.3 and 3.4. Before that, however, we need to take a closer at the 

competition coefficient. 

 

 

3.2 Asymmetric competition term 

As described above, the competition term c is defined as a function of the difference between ݏ௜ and ݏ௝: Δ = ௜ݏ − ௝ݏ ↦ 𝑐(ݏ௜ − ௝), ℝݏ → ℝ+, which fulfils that ݏ௜ < ௜ݏ)௝ implies 𝑐ݏ − (௝ݏ <𝑐(ݏ௝ −  ௜). Instead of monotone functions such as the family of sigmoid curves employed byݏ

Kisdi (1999) and Law et al. (1997) to model asymmetric competition in biology, we opt for a 

Gaussian function which decreases for large differences Δ (Fig. 1). This shape models the 

interaction among linguistic items more realistically, which we assume to become weaker if 

items are extremely dissimilar. The function defining the asymmetric competition term reads 𝑐ሺΔሻ = 𝑐୫a୶ ∙ ݁−ሺΔ−ఓሻమଶ𝜏మ  (3) 

where 𝑐୫a୶ is the maximal competitive disadvantage among interacting linguistic items, 

which is assumed if Δ = ߤ The parameter .ߤ > Ͳ can be interpreted as similarity threshold, 

where similarity refers to how close two substances are to each other (e.g. to what extent two 

durations match).6 Beyond ߤ competition among two items becomes less severe. This assures 

that items which are extremely dissimilar do not significantly affect each other through 

priming (Rueckl 1990; Snider 2009). Thus, ߤ operationalizes the scope of priming. The 

parameter 𝜏 the extent to which priming is asymmetric (it determines the steepness of the 

curve). If 𝜏 is large both items have a relatively similar impact on each other. If 𝜏 is small, in 

contrast, the impact of the item carrying more substance on the one with less substance is 

strong. That is, there is a severe asymmetric effect. Figure 1 shows the shape of the curve 

defined by the competition coefficient. Technical details relevant to our analysis can be found 

in Appendix A2. Box 1 summarizes the model parameters together with their cognitive 

interpretation. 

 

 

 

 

Fig. 1 here 

                                                 
6 Note that in our account, substance is always measured by a one-dimensional real-valued 

parameter s. Hence, similarity in substance can be measured by means of the difference 

between two substance scores.  
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Box 1 here 

 

 

3.3 Adaptive dynamics  
Let us go back to the case of a single linguistic type, henceforth ‘item 1’, specified by 
substance ݏଵ. As sketched above, item 1 could for instance be a construction, a word type, a 

diphone, or even a single phoneme. We assume that the value ݏଵ merely represents the 

prototypical amount of substance of item 1, and that variants featuring slightly less and 

slightly more substance are associated with the prototype labeled as ‘item 1’. We assume that 

variant substances within that class are distributed around the prototypical substance ݏଵ. If a 

speaker picks a variant (exemplar; extension), say ‘item 2’, with substance ݏଶ slightly smaller 

or larger than ݏଵ as a new competing prototype (or label), what are the chances that item 2 

replaces item 1 if we take the effect of asymmetric priming into account? 

This question is tackled by the mathematical toolkit of ‘adaptive dynamics’ (Dieckmann 

& Law 1996; Geritz et al. 1998). As an extension of evolutionary game theory (Maynard 

Smith 1982; Nowak 2006), this framework has been developed to analyze biological 

phenotypic evolution, e.g. the evolution of fertility, body weight or the size of particular body 

parts, in ecologically complex setups like geographically, biologically or socially structured 

populations (Cushing 1998). A key feature of adaptive dynamics is the eco-evolutionary 

feedback loop. Emerging mutant populations do not occur in isolation but rather face an 

environment which is determined by the resident population, the mutant is a variant of. If the 

mutant population successfully invades and replaces the resident, it becomes the new resident 

population and thereby shapes an environment that future mutants have to cope with. By 

applying a number of mathematical techniques to a given population dynamical model, one 

can determine whether or not successful invasion and substitution occurs. If applied 

iteratively, the long-term evolution of a phenotypic trait can be predicted. In addition to 

evolutionarily stable configurations this can result in more complicated evolutionary 

dynamics such as Red-Queen dynamics, evolutionary suicide (Dercole & Rinaldi 2008), or, as 

of primary interest to the present study, evolutionary branching and stable coexistence (Geritz 

et al. 1998). 

The adaptive dynamics toolkit rests on two technical assumptions about evolution: (i) 

mutations are sufficiently small and (ii) mutations are sufficiently rare. What these 

assumptions ensure is that the ecological timescale is separated from the evolutionary 

timescale, that is, mutations occur only if populations are close to their population-dynamical 

equilibrium. These assumptions arguably hold for biological evolution (Dercole & Rinaldi 

2008: 65). Let us see if they apply to linguistic evolution as well. The first assumption, that 

linguistic variation occurs in small steps, is consistent with the wide spread notion in usage-

based linguistics that linguistic change is gradual (Croft 2000; Pierrehumbert 2001; Hopper & 

Traugott 2003; Bybee 2010).7 The validity of second assumption in linguistics is less obvious. 

As mentioned above, we assume that variation is always present in speech production. 

However, under our conceptualization a ‘linguistic mutation’ (Ritt 2004; Croft 2000) occurs 

only if a speaker reorganizes the cognitive setup by employing a new prototypical variant, an 

event which we assume to occur much rarer. In summary, we do not consider it problematic 

                                                 
7 It applies less directly to generative approaches to language change Roberts (2007); Niyogi 

(2006), unless considering probabilistically weighted (or fuzzy) generative grammars  (e.g. 

Yang (2000)). 
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to apply the framework of adaptive dynamics to diachronic change in linguistics (see also 

Doebeli 2011 and AUTHORS for other linguistic applications). 

For our endeavor, assumptions (i) and (ii) have the following consequences. First, they 

ensure that mutations, i.e. new variants of a linguistic item, do not differ much in terms of 

substance from the old versions they were derived from. That is, steps of reducing or 

enhancing substance are relatively small so that large jumps are not possible.8 In other words, 

formal evolution is modeled as a continuous process. Second, since mutations (events of 

adopting new prototypes) are rare, we only have to concern ourselves with the dynamics of 

two populations at most in mutant-resident interactions (because under a new variant either 

vanishes or replaces the old variant; see Geritz et al. 2002 for more technical details). Both 

assumptions make mathematical computations much easier. 

 

3.4 Conditions for stable diversification 

As pointed out above, we seek to determine if a slightly different variant of item 1 

(characterized by substance ݏଵ), labeled item 2, can become more frequent and perhaps even 

replace the resident item 1. In order to do so, we must calculate the ‘invasion fitness’ of item 
2, which is defined as the expected growth-rate of item 2 under the assumption that item 2 is 

relatively rare (since it is new) and exposed to an environment in which item 1 is already 

present. If invasion fitness is positive, item 2 can invade and (under certain conditions) 

replace item 1. If it is negative, it cannot do so. Invasion fitness can be computed directly 

from the underlying population-dynamical model (system (1)) for any pair of formal 

substances ݏଵ and ݏଶ. Thus, if an item specified by formal substance ݏଵ is replaced by an item 

specified by formal substance ݏଶ, the latter may in turn be invaded by yet another item 

specified by formal substance ݏଷ. In this way, the evolutionary trajectory of formal substance ݏ can be determined. Formal details about how this trajectory can be derived can be found in 

the appendix (A3).  

Sometimes, evolution of formal substance can – temporarily – come to a halt, which is 

referred to as an ‘evolutionary singularity’ (because at such a point the rate of change in ݏ 
becomes zero), denoted by ݏ∗. A variety of things can happen at such a point. Formal 

substance could for instance reach an evolutionary optimum, a ‘continuously stable strategy’ 
(CSS). Such an evolutionary optimum cannot be invaded by nearby strategies, and evolution 

drives formal substance always towards that CSS.  

Under certain conditions, evolution can drive formal substance towards an ‘evolutionary 
branching point’ (BP) at which a population consisting of a single item type is divided into a 

population consisting of two different item types. Crucially, these two types stably coexist 

rather than ousting each other. This scenario is interesting as it corresponds to linguistic 

diversification. 

If we implement the asymmetric priming term as defined in (3) into the dynamical system 

defined in (1) it can be shown that in our model evolutionary branching occurs at an 

evolutionary singularity ݏ∗ if ݎ′ሺݏ∗ሻ ∙ ఓ𝜏మ⏟>଴>⏟ሺiሻ ሻ∗ݏሺ′′ݎ >⏟ሺiiሻ ሺߤଶ − 𝜏ଶሻ ∙ ሻ∗ݏሺݎ ∙ ఓ𝜏6⏟    >଴ . (4) 

                                                 
8 In fact, the adaptive-dynamics framework provides methods for dealing with scenarios 

where this assumption is relaxed. But it makes computations much more complicated and can 

lead to completely different predictions. See Appendix A3 and Geritz et al. (2002). 
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Details about the derivation of these inequalities can be found in the appendix. In summary, 

two criteria can be identified that promote stable diversification, both of which have an 

immediate linguistic interpretation. First, the slope of the intrinsic growth rate ݎ as a function 

of formal substance must be sufficiently large at the evolutionary singularity (ideally 

increasing in ݏ). That is, if reproductive success of an item increases if it is larger, then 

diversification as a reflex of asymmetric priming becomes more likely. Second, 𝜏 in the 

asymmetric-priming term should not be much smaller than ߤ (ideally 𝜏 >  If this is the .(ߤ

case then the curve defining the effect of asymmetric priming is relatively broad. This means 

that asymmetric priming is relatively weak. If the effect of asymmetric priming is too strong 

so that the curve becomes very steep (i.e. such that inequality (ii) is reversed), then the 

evolutionary singularity becomes stable, resulting in an evolutionary optimum (continuously 

stable strategy, CSS). This is one of our key results: asymmetric priming only leads to stable 

diversification if it is mild. Strong priming effects, in contrast, entail optimization of formal 

substance.   

Let us consider an example.9 Figure 2 illustrates the evolution of ݏ under the hypothetical 

assumption of a strictly increasing and mildly convex intrinsic growth rate ݎሺݏሻ =  ଷ/ଶ. Thisݏ

function, for instance, models the plausible linguistic assumption that items benefit from 

having much formal substance, e.g. because formally explicit items are easier to perceive by 

the listener, and that this benefit gets less relevant the shorter an item is. No other pressures 

are supposed to apply in this example (which is, of course, less plausible). Thus, we 

investigate evolution in an extremely listener-friendly scenario in which asymmetric priming 

still applies. If 𝜏 is small, the asymmetric-priming curve is much steeper than if 𝜏 is large (left 

vs. right plot in Fig. 2a, respectively). As a consequence, formal substance ݏ approaches an 

optimal strategy under strong asymmetric competition, while it undergoes evolutionary 

branching under sufficiently weak asymmetric competition (left vs. right plot in Fig. 2b, 

respectively). In the latter case, the item undergoes formal reduction until it reaches a 

threshold at which it is divided into two similar and stably coexisting items. The one which is 

more reduced maintains its formal substance, while its competing variant increases its 

substance again to a point at which the formal difference between the two competing 

populations of items is sufficiently large. Since the dynamics in this example are largely 

driven by the listener the result reflects a configuration in which the two items are sufficiently 

different so that they can be easily distinguished from another in perception.   
 

Fig 2 here 

 

In what follows we investigate the evolutionary behavior of formal substance in two 

substantially different linguistic domains: phonetic reduction of (mor)phonotactic diphones on 

the sublexical level and grammaticalization on the lexical level. 

 

4 Applications of the model 

 

4.1 Sublexical: asymmetric priming in phonotactics 
Diphones, i.e. strings of two sounds, have been suggested to support segmentation of speech 

strings into words (Daland & Pierrehumbert 2011). Similarly, diphones apparently help the 

                                                 
9 All evolutionary invasion analyses and evolutionary trajectories in this paper were computed 

with Mathematica 10.3, Wolfram Research (2016), with a modified version of a script by 

Stefan Geritz (2010). 
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listener in the decomposition of words into morphemes when they span a morpheme 

boundary. The latter are referred to as ‘morphonotactic’ or ‘low-probability’ diphones (Hay & 

Baayen 2003, 2005; Dressler & Dziubalska-Kołaczyk 2006; Dressler et al. 2010). Consonant 

diphones are especially useful for this purpose due to their markedness. While for instance 

word final diphones like /md/ in seemed function as perfect markers of morphological 

complexity, other diphones such as word final /nd/ as in banned or /ks/ as in clocks are less 

reliable indicators of morpheme boundaries: both diphone types are also found word finally 

within morphemes, such as hand or box. Thus, these diphone types suffer from ambiguity in 

signaling complexity, evidently a dispreferred feature from a semiotic point of view (Kooij 

1971; Dressler 1990). Consequently, it has been argued that diphones should diachronically 

evolve in such a way that they either occur exclusively ‘lexically’ within morphemes, or 
purely ‘morphonotactically’ across morpheme boundaries (Dressler et al. 2010; Ritt & 

Kaźmierski 2015). As is evident from the above examples, this is not the case. Thus, 

coexistence phenomena like these need to be explained. 

We suggest that the observable stable coexistence is grounded in asymmetric priming 

effects. Why is this plausible? A number of studies imply that morphonotactic consonant 

diphones are typically shorter than their lexical counterparts (Kemps et al. 2005; Plag et al. 

2011; Leykum et al. 2015). If this is the case, then asymmetric priming should apply in such a 

way that morphonotactic diphones benefit from the presence of lexical diphones to a larger 

extent than the reverse. Hence, we can apply the model described in section 3 to the evolution 

of diphone lenght (we will use the terms ‘length’ and ‘duration’ interchangeably in this 
section) and check under which conditions two phonemically identical diphones, which 

merely differ in duration, can coexist.10 

 We specify the shape of the intrinsic growth rate ݎ of diphones as a function length ݏ. 
Kuperman et al. (2008) show that token frequency of Dutch, English, German and Italian 

diphone types exhibits the shape of an inverse ‘U’, respectively. Very short and very long 

diphones show relatively low token frequencies, while diphones in the middle of the duration 

spectrum are highly frequent in terms of tokens. Notably, this does not depend on the position 

of diphones within the word nor on whether or not diphones do belong to a language’s 
phonotactics, although phonotactically illegal diphones are significantly longer than 

phonotactically legal ones (Kuperman et al. 2008: 3905). Importantly, this is orthogonal to the 

question of whether morphonotactic instances of a particular diphone type exhibit a shorter 

duration than their lexical counterparts that belong to the very same diphone type, as 

discussed above. 

In their analysis, Kuperman et al. (2008) model this inverse-U shape as a result from a 

trade-off between articulatory and perceptual effort. Thus, the frequency distribution of 

diphones is shaped by pressures imposed both by the speaker and the listener. In contrast, 

Zipfian patterns such as the inverse relationship between length and token frequency are only 

determined by pressures imposed by the speaker. Similar to their model (Kuperman et al. 

2008: 3902) we propose that the intrinsic growth rate ݎ of a diphone as a function of length ݏ 
is defined as ݎሺݏሻ = 𝛼ሺͳݏܥ −  ሻ𝜋ݏ

                                                 
10 Note that the durational differences between lexical and morphonotactic clusters are very 

small and thus probably do not classify as phonemic, but see Kemps et al. (2005) for a 

discussion about whether durational differences in phoneme sequences actually function as 

cues in word-decomposition. We would like to thank Martin Hilpert raising this issue.  
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where ܥ, 𝛼 and 𝜋 are strictly positive. In this function, 𝛼 measures articulatory effort and 𝜋 

measures perceptual effort, while ܥ simply bounds the height of the function from above. 

Note that these constants are assumed to be language specific and to apply to all items in a 

language’s diphone inventory (Kuperman et al. 2008).  The function above is locally concave 

(i.e. inverse-U shaped) at its maximum ݏ୫a୶ = 𝛼/ሺ𝛼 + 𝜋ሻ.11 If 𝛼 > 𝜋, i.e. if articulatory 

effort outbalances perceptual effort (this is a listener friendly phonotactic system), then the 

peak of the function is shifted to the right. If 𝜋 > 𝛼 so that perceptual effort is larger than 

articulatory effort in diphone transmission (i.e. a speaker friendly phonotactics), then the peak 

is shifted to the left.  

 

Fig 3 here 

 

Box 1 about here 

 

 

What can be said about the long-term evolution of acoustic duration? We show in 

Appendix A4 that the evolutionary dynamics of acoustic duration exhibit an evolutionary 

singularity which shall be labeled ݏ∗. In the present scenario,  ݏ∗ depends on articulatory 

effort 𝛼, perceptual effort 𝜋, the similarity threshold ߤ defining the scope of priming and 

strength of asymmetric priming 𝜏 (see Box 1 for a summary of the parameters involved). 

In order to evaluate whether ݏ∗ is an evolutionary branching point (or indeed a CSS) we 

have to check if condition (4) is fulfilled. The computation is lengthy since the explicit 

expressions of ݏ∗, intrinsic growth rate ݎሺݏ∗ሻ and the derivatives it involves are a little 

cumbersome. Hence, we will not derive explicit conditions, but instead leave it at numerically 

plotting ݏ∗ as a function of 𝛼, 𝜋, ߤ and 𝜏 thereby distinguishing between the different types of 

evolutionary singularities. The results are shown in Fig. 4. It shows a 3-by-3 table consisting 

of nine bifurcation plots of the evolutionary singularity ݏ∗ሺߤ, 𝜏ሻ (vertical axis) as a function of 

the parameters defining the impact of asymmetric priming ߤ and 𝜏 (horizontal axes). Across 

the single bifurcation plots, perceptual effort 𝜋 increases from the left-most column to the 

right-most column, while articulatory effort 𝛼 increases from the top row to the bottom row. 

In each plot, dark gray denotes singularities which are BPs, while light gray denotes 

singularities that are CSSs.12 Also note that given the restrictions on the four parameters in 

this paper, ݏ∗ always exists and is non-negative.  

 

Fig 4 here 

 

There are multiple observations to be discussed, the most relevant of which are 

summarized in Box 2 below. First, the evolutionary singularity ݏ∗ decreases in ߤ as can be 

seen from the decreasing values on the vertical axis. Since ߤ functions as a similarity 

threshold beyond which priming effects become weaker, this means that evolution drives 

length towards very small values, if asymmetric priming is relatively insensitive in the sense 

                                                 
11 It is globally concave if 𝛼 = 𝜋 = ͳ, and locally convex close to 0 and 1, if  𝛼 > ͳ and 𝜋 >ͳ, respectively. 

12 As can be seen, there are no repellors or Garden-of-Eden points for the admitted 

combinations of 𝛼, 𝜋, ߤ and 𝜏. See appendix. 

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



 

14 

 

that it applies to pairs of items which are substantially different from another (large ߤ). In 

contrast, if asymmetric priming has a narrow scope (small ߤ), then formal reduction is 

hampered.  

Second, ݏ∗ increases in 𝜏, which determines the impact of asymmetric priming. If 𝜏 is 

small, then asymmetric priming has a strong impact. In that case, items tend to get shortened. 

If 𝜏 is large, so that asymmetric priming has relatively weak effects, then longer durations are 

maintained.  

Third, the height of evolutionary singularity ݏ∗ is determined by articulatory and 

perceptual effort. While low perceptual effort supports long items, high perceptual effort 

drives reduction to shorter durations. This is plausible and consistent with what one would 

expect from the respective roles that speakers and listeners play in the evolution of diphone 

duration: speaker friendliness leads to reduction (‘lenition’) while listener friendliness 

supports long durations (‘fortition’; see e.g. Dressler et al. 2001 and Dziubalska-Kolaczyk 

2002 for some evidence in phonotactics).  

Fourth, let us discuss the roles that the similarity threshold ߤ and strength of asymmetric 

priming 𝜏 play in evolutionary branching (dark gray region in Fig. 4). As can be seen in Fig. 

 is large so that the ߤ must be relatively small in order to enable stable diversification. If ߤ ,4

range of items that are subject to asymmetric priming is large then duration is simply 

optimized, i.e. approaches a CSS (light gray region in Fig. 4). Moreover, and consistent with 

the condition derived in 2.4, 𝜏 must be greater than ߤ, so that asymmetric-priming effects are 

relatively weak in order to accommodate BP. However, as can be seen from the elliptic shape 

of the dark gray region, 𝜏 must not be too large, and if 𝜏 is large then ߤ must not be too small. 

This illustrates that branching requires rather complicated conditions to occur, while 

optimization of duration is the default. Overall, stable coexistence of duration-wise 

substantially different diphone-type variants apparently is an exceptional phenomenon.  

Finally, articulatory and perceptual effort have an impact on potential diversification. 

Looking at the size of the dark gray regions in Fig. 4 from left to right, i.e. increasing 

perceptual effort, we see that the dark gray area gets smaller making diversification less 

likely. However, when inspecting the size of the dark gray region from top to bottom, we see 

that it is maximal in the middle row, i.e. for intermediate values of articulatory effort. 

Interestingly, this means that speakers and listeners do not only exert differential impact on 

the extent of shortening, but that they also determine the potential for branching very 

differently. The more effort has to be allocated to the processing of a diphone in perception 

(i.e. the less listener friendly), the less likely it is that a language accommodates two variants 

of that diphone type. Conversely, if a language shows many coexisting diphones that differ in 

duration, then perceptual effort should be relatively small in that language (i.e. a more listener 

friendly configuration).13 With respect to production, no such monotone relationship applies.  

Box 2 about here 

 

We can simulate the evolution of a diphone’s duration ݏ given articulatory effort 𝛼, 

perceptual effort 𝜋, similarity threshold ߤ and strength of asymmetric priming 𝜏. Figure 5a 

                                                 
13 Coexisting diphones thus hint at increased listener friendliness, which seems contradictory 

given that the listener suffers most from ambiguous configurations. Note, however, that the 

model only captures the effect of duration and does not model the effect of complexity 

signaling in any way, apart from the assumption that lexical diphones are typically longer 

than their morphonotactic counterparts.   
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shows the evolutionary trajectory of duration and the corresponding token frequency at 

population-dynamical equilibrium, i.e. ሺݏ, 𝑥̂ሺݏሻሻ, for 𝑐୫a୶ = ͳ, ߤ = Ͳ.ͳ, 𝜏 = Ͳ.ͳʹ, 𝜋 = ͳ and 𝛼 = ʹ, i.e. articulatory effort being twice as large as perceptual effort. Note that the time axis 

measures the number of evolutionary steps rather than ecological time. Note that the diphone 

first undergoes durational reduction, i.e. pairwise competition of items in which the shorter 

item outcompetes the longer item. Reduction proceeds until an evolutionary singularity (at 

about ݏ∗ ≅ Ͳ.ʹͷ) is reached. This singularity is an evolutionary branching point. Here, 

reorganization takes place, since from this point onwards, two variants of the diphone stably 

coexist. That is, the exemplar cloud (extension network) corresponding to the original item is 

split into two separate clouds (networks). As a consequence, the stored tokens from the set 

corresponding to the former prototype are divided among the two new sets. Consequently, the 

two new token frequencies are half as large as the former one. In Fig. 5a, this is represented 

by an abrupt drop in frequency displayed on the vertical axis.  
 

 

 

Fig 5 here 

 

Beyond the branching point the dynamics support two subpopulations: the subpopulation 

of the reduced variant benefits from asymmetric priming while the subpopulation of the 

longer variant benefits from the listener friendliness assumed in the current scenario (𝛼 > 𝜋). 

Figure 5b shows the development of the two token frequencies after the split. We argue that 

the more frequent variant represents lexical instances (dashed line) and the less frequent 

variant represents morphonotactic, i.e. boundary crossing, instances of the diphone type (solid 

line), since the former are longer than the latter. In this example, lexical diphones turn out to 

be roughly twice as frequent as their morphonotactic counterparts. 

Although there is obviously no diachronic data that gives reliable information about 

diphone duration, we can at least compare the frequency development of morphonotactic 

diphones to that of their – apart from length – homophonous lexical counterparts by looking 

at diachronic corpus data. Overall, we would expect frequency trajectories of morphonotactic 

and lexical diphones to look roughly as the ones in Fig. 5b. In order to give empirically 

attested examples, we make use of the ECCE cluster database (cf. Baumann et al. 2016). It 

contains all word-final consonant diphones that occur in the Penn Helsinki corpora of Middle 

English and Early Modern English (Kroch et al. 2004; Kroch & Taylor 2000) together with 

weights that probabilistically account for the absence of word-final and inter-consonantal 

schwas. Most importantly, clusters are labeled as to whether they cross a morpheme 

boundary. 

 

Fig 6 here 

 

For the purpose of this study, we only looked at a small set of ambiguous clusters, i.e. 

configurations in which morphonotactic and lexical instances of a diphone type co-occur in 

the data: /ld, rn, r, rd/ (which we assume to evolve independently from each other). We 

divided the observation period into sub-periods of 50 years each and computed the 

normalized token frequencies for each cluster type in each period, thereby differentiating 

between lexical and morphonotactic clusters. In this way, we computed a pair of frequency 

trajectories for each cluster type, which can be compared to trajectories resulting from the 

model, as the ones in Fig. 5b.  
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Figure 6 shows the resulting pairs of frequency trajectories for the four different 

ambiguous cluster types (lines denote fitted LOESS curves computed in R, R Development 

Core Team 2013). The respective trajectories of /ld, rn, r, rd/ roughly fit to the configuration 

predicted by the model in that morphonotactic and lexical clusters coexists so that the latter 

are consistently more frequent (cf. Fig. 5b).  

 

4.2 Lexical: asymmetric priming in grammaticalization 

When Jäger and Rosenbach (2008) brought forth their hypothesis of asymmetric priming they 

primarily had lexical items in mind: formally short and semantically bleached words are 

hypothesized to benefit more from their formally long and semantically rich counterparts than 

the reverse. We proceed in two steps. First, we apply our model to this problem and just 

consider asymmetric priming on the formal level. Second, we consider both form and 

meaning (by a unified degree of ‘grammaticality’ incorporating both dimensions) and define 

interaction among lexemes in such a way as suggested by Hilpert and Correia Saavedra 

(2016). As will be seen, stable lexical coexistence can only be predicted in the latter case. 

In both steps, we assume an inverse relationship between reproductive success and length 

(Baayen 2001). For instance, we can define intrinsic growth rate in terms of a power law ݎሺݏሻ =  ఑−ݏܥ

where ߢ and ܥ are positive. Under these circumstances, diversification is not possible. Rather, 

formal substance unidirectionally evolves towards ever smaller values, as suggested by Jäger 

and Rosenbach (2008). Figure 7 shows an example of an evolutionary trajectory under the 

assumption of a Zipfian intrinsic growth rate. Mathematical details are shown in Appendix 

A5. 

 

 

Fig 7 here 

 

Although the model illustrates how unidirectional evolution of formal substance during 

grammaticalization might proceed and thereby formally supports Jäger and Rosenbach’s 
(2008) hypothesis that unidirectionality in grammaticalization is driven by asymmetric 

priming, the proposed scenario is not entirely convincing for at least two reasons. First, we 

see that according to the model, items get exponentially more frequent the more they are 

reduced rather than exhibiting a sigmoid frequency development as observed in many 

empirical grammaticalization studies (Hopper & Traugott 2003). What is more important, 

however, is that stable coexistence of related forms cannot be accounted for by the present 

model. This clearly speaks against what we see in the linguistic data.  

The unrealistic behavior of the model might be grounded in the way in which asymmetric 

priming has been implemented, since in our model priming solely depends on formal 

differences between competing items (‘more substance primes less substance’). Indeed, 

Hilpert and Correia Saavedra (2016) suggest asymmetric priming to work in the opposite 

direction if the semantic level is also taken into account (Hilpert & Correia Saavedra 2016). 

Lexical items are more inhibited less by grammaticalized variants than the reverse. If in the 

word domain, asymmetric semantic priming overrides the effects of asymmetric formal 

priming, then the roles of the two arguments in the asymmetric-competition term would be 

simply exchanged. As a result, stable diversification would be possible, provided the effect of 

asymmetric priming is sufficiently strong. Notably, this applies even if intrinsic growth rate is 

a decreasing function of formal substance.  
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For instance, let us define the ‘degree of grammaticality’, i.e. the degree to which a word 

is grammaticalized, as ݃ = ͳ −  .because more grammatical words are typically shorter, cf) ݏ

Hopper & Traugott 2003; Heine & Kuteva 2007).14 We assume that, in the absence of 

competing variants, words benefit from higher degrees of grammaticality, for instance 

because of decreased effort in production, higher predictability, or higher syntactic 

productivity (Narrog & Heine 2011). Thus we let intrinsic growth rate increase in ݃, e.g. ݃ ܥ↦ ⋅ ݃ఒ, ߣ, ܥ > Ͳ (see Fig. 8a). Then intrinsic growth rate, as a function of formal substance ݎሺݏሻ = ܥ ⋅ ሺͳ −  ሻఒ, is decreasing. If we assume asymmetric priming on the word level toݏ

have exactly the opposite effects as defined in 2.2 so that ‘grammaticalized primes lexical’, 
we can set 𝑐୵୭୰ୢሺΔሻ = 𝑐ሺ−Δሻ (because ݃ଵ − ݃ଶ = ଶݏ − .ଵ), and replace 𝑐ሺݏ ሻ in the 

dynamical system by 𝑐୵୭୰ୢሺ. ሻ. Without going into detail about the evolutionary analysis of 

the adapted model, let us briefly consider Fig. 7 which shows evolution of the degree of 

grammaticality ݃, assuming ߤ = Ͳ.ʹ, 𝜏 = Ͳ.ͳͺ, 𝑐୫a୶ = ܥ = ͳ and ߣ = ʹ.  
As can be seen in Fig. 8b words become more grammatical and at the same time more 

frequent in terms of tokens until a branching point is reached. That is, lexical evolution 

unfolds as a sequence of invasion-substitution events in which variants compete without being 

able to coexist stably. At the branching point, the dynamics support the coexistence of two 

variants, one which is slightly more grammaticalized than the other one (as for instance seen 

in bridging contexts in the early stages of grammaticalization). At this point, both variants can 

coexist because the grammaticalized variant benefits from higher productivity and/or ease of 

production, while the lexical variant benefits from being asymmetrically primed by its more 

grammaticalized cousin. Subsequently, the subpopulations diverge until the two variants are 

sufficiently different from each other.15 Notably, the more grammaticalized version also 

becomes more frequent than its more lexical counterpart and does so in a sigmoid way.   

 

Fig 8 here 

 

The development shown in Fig. 8b strikingly converges with what is known from 

empirical research on grammaticalization phenomena (Narrog & Heine 2011). For instance, 

consider the development of the adverbial taboo intensifier ‘fucking’ (e.g. fucking great) and 

the going to future construction. The taboo intensifier developed out of the present participle 

form of the verb ‘fuck’ (with its meaning of sexual intercourse) which, in a first step, 

grammaticalized into an attributive adjective (fucking losers) and afterwards also took up the 

function of a taboo intensifier. During this grammaticalization process, the meaning of sexual 

intercourse bleached out and the form was also phonologically reduced (fuckin’; /ˈfʌkɪn/). On 

                                                 
14 Clearly, ݃ is an abstract and simplified parameter in that it expresses multiple linguistic 

dimensions (formal substance, semantics, morphosyntax) associated with grammaticalization 

on a one-dimensional (gradual) scale. It lies in the qualitative nature of the model that we do 

not – even try to – give specific ݃ values for particular words. What really matters is the 

ordering of lexical variants with respect to their degree of grammaticality.    

15 Note that in our simulation, evolution of ݃ starts at a value close to 0, i.e. at the lexical end 

of the cline, because words usually enter the lexicon as open-class items. If we let evolution 

start close to 1, ݃ would approach the BP from above. Thus, to be precise, the adapted model 

supports the unidirectionality hypothesis only in those cases, in which words enter a language 

as lexical items (which arguably holds true for the majority of all cases).  

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



 

18 

 

the other hand, the motion verb ‘go’ (I am going to town) grammaticalized into a future 

reference marker (I am going to stay in town). In both cases, the grammaticalized forms are 

much more frequent than the verbal source grams (Fig. 8c). This supports Hilpert and Correia 

Saavedra’s (2016) observation that asymmetric priming on the lexical level works in precisely 

the opposite way than hypothesized by Jäger and Rosenbach (2008). The assumptions and 

predictions of both models are summarized in Box 3. 

 

Box 3 about here 
 

 

5 Discussion and conclusion 

 

Asymmetric priming among items that differ in formal substance has been argued to affect 

their long-term evolution. Although priming works on a very short time scale, multiple 

repeated production and perception processes affected by priming can lead to diachronic 

change of a linguistic item. One of these diachronic processes is formal reduction. Since items 

with more substance are supposed to prime less items with less substance rather than the 

reverse, this leads to unidirectional formal erosion (Jäger & Rosenbach 2008). Unfortunately, 

the premise of this hypothesis does not seem to hold if one investigates words rather than 

sublexical items. As Hilpert and Correia Saavedra (2016) demonstrate, it is the more lexical 

words which are inhibited less by their lexical counterparts than the other way round.  

In this paper, we proposed a population-dynamical model that captures the effect of 

asymmetric priming among linguistic items to investigate the long-term diachronic effects of 

this short-term cognitive mechanism. Importantly, it also takes the relationship between 

formal substance and productivity into account. We applied the model to the sublexical 

domain (covering form only, more precisely strings of sounds) as well as to the lexical 

domain (covering words with form and meaning, and a corresponding degree of 

grammaticality). On both levels, we integrated empirically plausible functions that relate 

substance to reproductive success. While we assumed that asymmetric priming works on the 

sublexical (phonotactic) level in the direction originally suggested by Jäger and Rosenbach 

(2008), we tested both directions on the lexical (word) level.  

We could show that in all scenarios, reduction of full forms occurs as a combined effect 

of (negative) asymmetric priming, utterance frequency and formal substance. Crucially, in 

addition to the reducing tendencies that we find both lexically as well as sublexically, the 

model predicts diversification and coexistence of related forms that differ in formal substance 

under certain conditions. In particular, the effect of asymmetric priming must be relatively 

weak for diversification to occur.  Diversification occurs on the lexical level only if 

interaction among lexemes acts in the way empirically attested by Hilpert and Correia 

Saavedra (2016). More grammatical items need to asymmetrically support their lexical 

counterparts, otherwise stable diversification is not supported. In fact, layering of related 

words is a common phenomenon, as exemplarily illustrated in 4.2 (Figure 7c). Thus, our 

model functions as a link between what we see on short time scales (within-utterance effects 

demonstrated by Hilpert & Correia Saavedra 2016) and in diachronic grammaticalization 

developments. 

On the sublexical level, we integrated a function that accounts for the relative pressures 

imposed by the speaker and the listener (in order to relate duration to reproductive success), in 

addition to an asymmetric priming effect in which long items asymmetrically support short 

items. Several observations can be made: reduction is promoted (i) if asymmetric priming 
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applies also to items which are very different from each other, (ii) if asymmetric priming has 

a strong effect, and (iii) if perceptual effort is high and if articulatory effort is low. The roles 

that perceptual and articulatory effort play in the likelihood of diversification are more 

complicated. Overall, diversification on the sublexical level seems to be the exception than 

the rule. Optimized durations are expected to be more dominant in sublexical inventories. But 

if it occurs, this points at pressures imposed by the listener, i.e. ease of perception. This seems 

contradictory, as ambiguous configurations, such as phonemically similar diphones, are 

expected to impute more effort to the listener. On the other hand, listeners benefit from an 

increased inventory of sublexical segments as this arguably allows for a larger number of 

contrastive (and thus listener friendly) configurations (albeit not larger contrasts; cf. de Boer 

2000). We used the model to explain the semiotically dispreferred (ambiguous) configurations 

of coexisting lexical and boundary-spanning (morphonotactic) word-final consonant diphones 

(Hay & Baayen 2005; Dressler et al. 2010). In a nutshell, the model shows that stable 

coexistence among similar lexical (longer) and morphonotactic (shorter) diphones is possible 

because longer diphones are preferred by the listener and because shorter diphones benefit 

from the presence of their longer counterparts via priming.  

Our model demonstrates that weak cognitive short-term effects can have major 

consequences on a larger time scale. It thus supports the notion that “weak inductive biases 

acting on learning can have strong effects in the cultural system as the effects of those biases 

accumulate” (Thompson et al. 2016: 4531) and that even weak biases can account for 

phenomena which are commonly seen as strong linguistic universals (Kirby et al. 2007; Evans 

& Levinson 2009). Indeed, phenomena like unidirectional reduction and unidirectional 

layering through grammaticalization have been conceptualized as “universals of language 
change” in the historical linguistic literature (Haspelmath 2004: 17; see also Greenberg 1966). 

In our account, ‘weak biases’ act on two different levels. The psychological process of 
(asymmetric) priming itself constitutes a weak process as it operates on a very short time 

scale. In addition to that, we show that within instances of that process it is only weak 

asymmetric effects as well as priming with a relatively narrow scope in terms of similarity 

which promotes an extremely common diachronic behavior, namely linguistic diversification. 

Diversification occurs on many linguistic levels, of which we only covered two in our study 

(evolution of lexical and phonotactic items). We leave applications to other linguistic 

diversification phenomena open for future research (examples are the split of phonemes into 

long and short variants, or constructional competition and diversification; for explicitly 

evolutionary accounts see Kaźmierski 2015 and Zehentner 2017, respectively). 

Clearly, the complexity of the model is relatively restricted. Neither does it cover 

relationships between formally less related items, nor does it explicitly model semantic or 

complicated morphosyntactic relationships (let alone social or pragmatic factors). The only 

factors that are built into the model are asymmetric priming, utterance frequency and formal 

substance. However, as we have demonstrated, already a small set of interacting factors 

governing the production and perception of linguistic items can yield (perhaps) surprising 

reflexes in the long run. We take our study to demonstrate that (also relatively simple) 

mathematical models provide useful tools for systematically investigating interactions like 

this, testing linguistic hypotheses, and making sense of – in fact only seemingly – paradox 

empirical observations. 
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Appendix 

A1 Stable ecological equilibria 

In what follows, we discuss the equilibria of system (1) in the case of 𝑁 = ͳ and 𝑁 = ʹ. The 

one-dimensional system can be shown to exhibit two population-dynamical equilibria where 

the rates of growth are zero: a trivial one at 𝑥̂ଵ = Ͳ and a non-trivial one at 𝑥̂ଵ ଵሻ/𝑐ሺͲሻݏሺݎ= = 𝐾, by substituting these two values into the equation. We will write 𝑥̂ሺݏሻ to 

denote that equilibrium frequency is a function of substance ݏ. A stability analysis of the 

trivial equilibrium reveals that it is unstable, i.e. that its stability modulus is positive, 

whenever ݎሺݏଵሻ > Ͳ, so that the population of tokens approaches the non-trivial equilibrium 

(cf. e.g. Solé 2011: 168–171). According to our assumption about ݎ this is always the case. In 

the absence of competitors, items remain in the language. 

The situation becomes more complicated, when there are two competing items, i.e. 𝑁 =ʹ. Then the system reads: d𝑥ଵdݐ = ଵሻ𝑥ଵݏሺݎ − 𝑐ሺͲሻ𝑥ଵଶ − 𝑐ሺݏଵ − ݐଶሻ𝑥ଵ𝑥ଶ  d𝑥ଶdݏ = ଶሻ𝑥ଶݏሺݎ − 𝑐ሺͲሻ𝑥ଶଶ − 𝑐ሺݏଶ −   ଵሻ𝑥ଵ𝑥ଶݏ

Let us assume that ݏଵ <  ଶ, that is item 1 has less formal substance (i.e. it is shorter) than itemݏ

2 does. Then, due to asymmetric priming, 𝑐ሺݏଵ − ଶሻݏ < 𝑐ሺݏଶ −  ଵሻ.  There are four equilibriaݏ

at which no change occurs: (i) ሺͲ,Ͳሻ, (ii) ሺͲ,  ଵሻ/𝑐ሺͲሻ,Ͳሻ and finally anݏሺݎଶሻ/𝑐ሺͲሻሻ, (iii) ሺݏሺݎ

internal equilibrium ሺivሻ 𝒙i୬୲ = ቀ𝑐ሺ଴ሻ௥ሺ௦భሻ−𝑐ሺ௦భ−௦మሻ௥ሺ௦మሻ𝑐ሺ଴ሻమ−𝑐ሺ௦భ−௦మሻ𝑐ሺ௦మ−௦భሻ, 𝑐ሺ଴ሻ௥ሺ௦మሻ−𝑐ሺ௦మ−௦భሻ௥ሺ௦భሻ𝑐ሺ଴ሻమ−𝑐ሺ௦భ−௦మሻ𝑐ሺ௦మ−௦భሻቁ . 
The latter is the case of stable coexistence. This equilibrium is stable if ͳ > ଶሻݏሺݎ/ଵሻݏሺݎ >𝑐ሺݏଵ − ଶݏଶሻ/𝑐ሺݏ −  ଵሻ (Hofbauer & Sigmund 1998: 26–27). Note in particular, that theݏ

intrinsic growth rate of a formally longer item is required to be larger than that of a formally 

shorter item. This will be important when we study diversification. 

 

A2 Competition term 

Let us inspect the competition term  𝑐ሺΔሻ = 𝑐୫a୶ ∙ ݁−ሺΔ−ఓሻమଶ𝜏మ  

where Δ = ௝ݏ −  ௜ more closely. First, we see that it formally meets the requirements for 𝑐ݏ
modeling asymmetric competition as outlined in 3.1. This is so, because ݏ௜ < ௝ݏ  implies 𝑐(ݏ௜ − (௝ݏ < 𝑐(ݏ௝ −  is positive (which is plausible because the effect of ߤ ௜) as long asݏ

priming ultimately decreases with dissimilarity) and since 𝑐ሺΔሻ > Ͳ for all Δ. The parameter 𝜏 
determines the steepness of the curve defined by 𝑐. If 𝜏 is small, then the effect of asymmetric 

priming is very strong. Conversely, if 𝜏 is large, then the curve is relatively flat so that 

asymmetric priming contributes less to the competition among the two items. At the same 

time 𝜏 defines the inflexion points of the function. If 𝜏 < then the curve is locally convex in 𝑐ሺͲሻ, as illustrated in Fig. 1, while it is locally concave if  𝜏 ߤ >  Also note that the first .ߤ

derivative fulfils 𝑐′(ݏ௜ − (௝ݏ > Ͳ if ݏ௜ ≅  ௝. That means, if ݆ is only slightly longer than ݅ thenݏ

the strength of competition increases as the difference in substance between ݅ and ݆ increases. 
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The latter observations will become important in the evolutionary analysis of the dynamical 

system (Appendix A3).  

 

A3 Evolutionary diversification 

 

We derive the conditions for evolutionary branching of formal substance, as a result of 

asymmetric priming. Let us denote invasion fitness, i.e. the expected growth rate of a rare 

item 2 exposed to an environment set by resident item 1 as ݂ሺݏଶ,  ଵሻ. It is computed by takingݏ

the derivative of the right-hand side of equation (3a) with respect to 𝑥ଶ and assuming that 

item 2 has frequency 0 (as it is rare) while item 1 rests at its population dynamical equilibrium 𝑥̂ଵ =  ଵሻ/𝑐ሺͲሻ (due to separation of time scales, see 3.3). We proceed as Kisdi (1999) andݏሺݎ

Law et al. (1997) (see also Doebeli 2011: 64–73 for a discussion of biological diversification 

driven by asymmetric competition). From the differential equation that defines the dynamics 

of item 1 (i.e. equation (3a)) we compute invasion fitness as  ݂ሺݏଶ, ଵሻݏ = ଶሻݏሺݎ − 𝑐ሺݏଶ, ଵሻ𝑐ሺͲሻݏሺݎଵሻݏ . 
Note that there is no term for self-regulation originating from item 2 (i.e. 𝑐ሺͲሻ) since initially 

item 2 is supposed to be rare, so that self-regulation does not show any substantial effects. If ݂ሺݏଶ, ,ଶݏଵሻ is positive, then item 2 can invade. If ݂ሺݏ  ଵሻ is negative it will eventually goݏ

extinct so that the item 1, i.e. prototypical substance ݏଵ, remains. Thus, if we want to know if 

items with slightly less or more substance can invade, we compute the partial derivative of ݂ሺݏଶ, ଶሻݏሺܦ :’ଵ This is the so-called ‘fitness gradientݏ ଶ evaluated atݏ ଵሻ with respect toݏ ≔ ௦భ=௦మ[ଵݏ��݂�� ] = ଶሻݏሺ′ݎ − 𝑐′ሺͲሻݎሺݏଵሻ𝑐ሺͲሻ .  
If the ܦሺݏଶሻ is positive, variants with slightly more substance can invade, if ܦሺݏଶሻ is negative, 

slightly shorter items can invade (Kisdi 1999: 152; Geritz et al. 1998: 37). As long as ܦሺݏଶሻ is 

not close to zero, invasion implies that item 1 is replaced by item 2 (‘tube theorem’; see 
Geritz et al. 2002). The evolution of substance ݏ unfolds as a stepwise sequence. Under the 

assumption of small and rare mutations, it can be shown (Dercole & Rinaldi 2008: 88–95) 

that evolution of ݏ proceeds according to the differential equation ̇ݏ = ݇𝑥̂ሺݏሻܦሺݏሻ, 
called the ‘canonical equation of adaptive dynamics’, where ݇ > Ͳ denotes the ‘mutational 
rate’. It is proportional to the probability that an item is chosen to be a new prototype. In this 

paper, ݇ is taken to be constant, although it is theoretically possible to let ݇ depend on ݏ. The 

equation operates on the evolutionary time scale measured in mutational steps. Since ݇ is the 

rate of mutation, ͳ/݇ is the expected time between two substitution events, i.e. in our context 

between two events of adopting a new prototypical substance for some item.  

Since 𝑥̂ሺݏሻ > Ͳ, evolution goes either upwards if ܦሺݏሻ > Ͳ or downwards, i.e. 

representing successive formal reduction, if ܦሺݏሻ < Ͳ. If, however, at some point ݏ∗ the 

fitness gradient vanishes, i.e. ܦሺݏ∗ሻ = Ͳ, then evolution reaches an ‘evolutionary singularity’. 
In the present model this can be shown to be the case if  ݎ′ሺݏ∗ሻݎሺݏ∗ሻ = 𝑐′ሺͲሻ𝑐ሺͲሻ =  .𝜏ଶߤ
If ݎ is globally constant or decreasing, there is no such singularity, since ߤ ,ݎ and 𝜏 are 

positive by assumption. 
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In general there are four types of evolutionary singularities. First, evolution could have 

reached a local optimum at ݏ∗ which cannot be improved by changing ݏ (‘continuously stable 
strategy’; CSS). Second, ݏ∗ could represent a local fitness-minimum so that evolution moves ݏ away from ݏ∗ as soon as a mutant occurs (‘evolutionary repellor’). Third, ݏ∗ could represent 

an optimum, but if any perturbation occurs evolution drives ݏ away from ݏ∗ (‘Garden-of-Eden 

point’; GoE). Finally, and most relevant to our endeavor, ݏ∗ could represent an ‘evolutionary 
branching point’ (BP) at which the population splits into two coexisting variants. In biology, 
this is referred to as speciation; in linguistics this scenario represents synchronic coexistence 

of related linguistic variants. 

Two formal criteria have been derived that have to be fulfilled for  ݏ∗ to be an 

evolutionary branching point (Geritz et al. 1998: 38–40), namely that in the neighborhood of ݏ∗   ሺiሻ ሻ∗ݏሺ′ܦ < Ͳ andሺiiሻ 𝜕ଶ݂𝜕ݏଶଶ > Ͳ,  

where condition (i) ensures that evolution proceeds towards ݏ∗, since the fitness gradient is 

positive below ݏ∗ and negative above ݏ∗,  and condition (ii) ensures that ݏ∗ is not stable, since 

the fitness landscape in ݏ∗ is locally convex with respect to new variants. If both inequalities 

hold, then stable diversification is possible. 

In order to evaluate the first condition the first derivative of the fitness gradient at the 

singular strategy has to be computed, which finally yields ሺiሻ ሻ∗ݏሺ′′ݎ < ሻ∗ݏሺ′ݎ 𝑐′ሺͲሻ𝑐ሺͲሻ⏟  >଴ , 
where we know that 𝑐′ሺͲሻ/𝑐ሺͲሻ > Ͳ. Thus, (i) holds whenever ݎ is strongly increasing at the 

singularity. If ݎ is concave at the singularity (ݎ′′ሺݏ∗ሻ < Ͳ), and increasing (ݎ′ሺݏ∗ሻ > Ͳ), then 

condition (i) follows immediately.  

The second condition unfolds as ሺiiሻ ሻ∗ݏሺ′′ݎ > 𝑐′′ሺͲሻ ሻ𝑐ሺͲሻ⏟  >଴∗ݏሺݎ , 
which holds if 𝑐 is sufficiently concave around 0. If we explicitly compute 𝑐′ሺͲሻ and 𝑐′′ሺͲሻ 
and substitute 𝑐′ሺͲሻ into 𝑐′′ሺͲሻ, we find that 𝑐′′ሺͲሻ = 𝑐′ሺͲሻ𝜏ସ ∙ ሺߤଶ − 𝜏ଶሻ . 
Furthermore we know that 𝑐′ሺͲሻ𝑐ሺͲሻ =  𝜏ଶߤ

so that altogether, branching is possible if ሺi + iiሻ ሻ∗ݏሺ′ݎ ∙ 𝜏ଶ⏟>଴>⏟ሺiሻߤ ሻ∗ݏሺ′′ݎ >⏟ሺiiሻ ሺߤଶ − 𝜏ଶሻ ∙ ሻ∗ݏሺݎ ∙ 𝜏6⏟      >଴ߤ  .
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A4 Sublexical evolutionary dynamics 

We show that the evolutionary dynamics of the Lotka-Volterra system (1) where intrinsic 

growth is defined as  ݎሺݏሻ = 𝛼ሺͳݏܥ − ሻ𝜋ݏ , :ݎ [Ͳ,ͳ] → ℝ+, 
exhibit an evolutionary singularity. To this end, we first have to derive the equilibrium of the 

system on the ecological time scale. In the case of a population consisting of a single type, i.e. 

a single exemplar/extension cloud whose prototypical diphone has length ݏ, we find that at 

population-dynamical equilibrium frequency is given by 𝑥̂ = 𝛼ሺͳݏܥ −  ሻ𝜋/𝑐ሺͲሻ. Thus, theݏ

inverse-U shape of ݎ is inherited by token frequency 𝑥̂.16 We know from Appendix A1 that 

two diphone variants of a specific diphone type with length ݏଵ and ݏଶ, where ݏଵ <  ଶ, canݏ

coexist on the ecological time-scale if ͳ > ଶሻݏሺݎ/ଵሻݏሺݎ > 𝑐ሺݏଵ − ଶݏଶሻ/𝑐ሺݏ −  ଵሻ. This entailsݏ

that coexistence is not possible if ݏଵ, ଶݏ > ୫a୶ݏ = 𝛼/ሺ𝛼 + 𝜋ሻ. In that case, both lengths would 

be located in the decreasing region of ݎ so that the first inequality would not be fulfilled. 

Thus, ݏ୫a୶ provides a – necessary but not sufficient – upper bound for stable coexistence of 

two diphone variants of a single type that differ in duration. Put differently, two long variants 

of a diphone cannot coexist.  

We know that an evolutionary singularity, if it exists, must fulfill ݎ′ሺݏ∗ሻ/ݎሺݏ∗ሻ =  𝜏ଶ/ߤ

(see Appendix A3). After substituting ݎ and the first derivative of ݎ into this equation and 

solving it for ݏ∗ there are two solutions, only one of which is contained in the unit interval: ݏ∗ = ߤ + ሺ𝛼 + 𝜋ሻ𝜏ଶ −√−Ͷ𝛼ߤ𝜏 + ሺߤ + ሺ𝛼 + 𝜋ሻ𝜏ଶሻଶʹߤ  . 
 

A5 Lexical evolutionary dynamics 

Here, we show that under the assumption of a Zipfian relationship between substance and 

utterance frequency, evolution of substance is unidirectional and that evolutionary branching 

is not possible. Let intrinsic growth be defined by a power law ݎሺݏሻ = ,఑−ݏܥ :ݎ [Ͳ,ͳ] → ℝ+ 

where ߢ ≥ Ͳ and ܥ > Ͳ. From Appendix A1 we know that a single variant approaches a 

population dynamical equilibrium at 𝑥̂ =  ఑/𝑐ሺͲሻ so that the decreasing shape of the−ݏܥ

intrinsic growth rate is again inherited by token frequency at equilibrium as desired. However, 

since ݎ′ሺݏሻ = ఑−ଵ−ݏܥߢ− < Ͳ it follows that two variants which differ in length cannot stably 

coexist (see condition for the existence of an internal equilibrium in A1). If we compute the 

fitness gradient (Appendix A3) we see that  ܦሺݏሻ = ܥ− ఑−ଵ−ݏߢ) + 𝜏ଶߤ఑−ݏ )⏟          >଴ < Ͳ, 
so that length evolves unidirectionally towards ever smaller values. 

Since the fitness gradient never vanishes, there are no evolutionary singularities which 

immediately precludes evolutionary branching. Note, that this is even the case if ߢ = Ͳ, i.e. if 

the intrinsic growth rate does not depend on formal substance. That is, if there is only 

                                                 
16 It is worth pointing out that Kuperman et al.’s (2008) model in fact tracks logged token 

frequency as a function of duration rather than raw token frequency. We do not consider this a 

problem, since ݁ 𝑥̂ as a function of ݏ still displays an inverse-U shape.  
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asymmetric priming, then evolution of substance is unidirectional, as hypothesized by Jäger 

and Rosenbach (2008).  
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Box 1. Cognitive interpretation of model parameters ݏ prototypical formal substance of a linguistic item; evolving parameter ݃ prototypical degree of grammaticality related to ݏ; evolving parameter (see 

 intrinsic growth rate; measure of productivity independent of interactions with ݎ (4.2

similar variants but depending on ݏ 𝑐 asymmetric competition coefficient; depends on interaction via priming 

among variants that differ in ݏ; restricts growth in the one-dimensional case 𝑐୫a୶ maximal competitive disadvantage imposed by a related variant ߤ similarity threshold for asymmetric priming (scope of priming); beyond a 

difference of ߤ, priming effects become weaker 𝜏 measure of the strength of asymmetric priming; if 𝜏 is small/large priming has 

strong/weak effects on processing 𝛼 language specific articulatory effort; small 𝛼 corresponds to a speaker friendly 

linguistic system (see 4.1) 𝜋 language specific perceptual effort; small 𝜋 corresponds to a listener friendly 

linguistic system (see 4.1) ߢ language specific strength of the inverse relationship between substance and 

productivity of words (see 4.2) 
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Box 2. Sublexical dynamics: key results 

Assumptions 

Relationship between 

intrinsic growth ݎ and 

substance ݏ Inverse U; governed by articulatory effort 𝛼 and 

perceptual effort 𝜋 

Directionality of 

asymmetric priming 𝑐 Long primes short more strongly than the reverse 

Predictions 

Effect of strength of 

asymmetric priming 𝜏 Relatively weak asymmetric priming promotes 

diversification; strong asymmetric priming leads to 

fierce reduction 

Effect of scope of 

asymmetric priming ߤ 

Narrow scope of priming promotes diversification; 

wide scope of priming promotes reduction towards 

optimal duration 

Effect of articulatory effort 𝛼  

High articulatory effort promotes reduction 

Effect of perceptual effort 𝜋 High perceptual effort inhibits reduction and makes 

diversification less likely 
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Box 3. Lexical dynamics: key results 

Assumptions 

 Substance only Substance and meaning 

(degree of grammaticality ݃) 

Relationship between 

intrinsic growth ݎ and 

substance ݏ Inverse  Inverse 

Directionality of 

asymmetric priming 𝑐 Long primes short more 

strongly than the reverse 

More grammatical (short) 

primes less grammatical 

(long) more strongly than the 

reverse 

Predictions 

Effect of strength of 

asymmetric priming 𝜏 Unidirectional reduction 

irrespective of 𝜏 Diversification possible under 

weak asymmetric priming 

Effect of scope of 

asymmetric priming ߤ 

Unidirectional reduction 

irrespective of ߤ 

Diversification possible if 

priming has a relatively small 

scope 
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Figure 1. Gaussian function underlying the asymmetric competition term with 𝑐୫a୶ = ͳ, ߤ =Ͷ, 𝜏 = ͵. 

 

 
Figure 2. (a) Asymmetric competition terms with ߤ = Ͳ.͵ and 𝑐୫a୶ = Ͳ.ͳ assuming strong 

(left; 𝜏ୱ୲୰୭୬g = Ͳ.ʹ͵) and weak (right; 𝜏୵ୣak = Ͳ.ʹͻ) priming effects, respectively. (b) 

Evolutionary trajectory of formal substance ݏ based on the canonical equation of adaptive 

dynamics assuming ݎሺݏሻ =  ଷ/ଶ. If priming effects are strong, items undergo formalݏ

reduction thereby approaching an optimal degree of formal substance (left). Under weak 
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priming effects, diversification occurs followed by stable coexistence of two items occurs that 

differ as to their degree of formal substance (right).  

 

 
Figure 3. Intrinsic growth rate ݎ as a function of ݏ, where ݎሺݏሻ = 𝛼ሺͳݏܥ −  ሻ𝜋. Solid lightݏ

gray curve: 𝛼 = ͳ, 𝜋 = ʹ, i.e. perceptual effort dominates. Dashed dark gray curve: 𝛼 = ʹ, 𝜋 = ͳ, i.e. articulatory effort dominates. In both cases, ܥ = ͳ. 

 

 
Figure 4. Bifurcation plots of the evolutionary singularity ݏ∗ depending on the similarity 

threshold ߤ and priming strength 𝜏. Dark gray areas denote BPs, light gray areas denote CSSs.  
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Plots are shown for different values of articulatory effort 𝛼 (rows) and perceptual effort  𝜋 

(columns). 
 

 
Figure 5. (a) Evolutionary trajectory of ሺݏ, 𝑥̂ሺݏሻሻ before and after branching. Substance s 

proceeds towards a BP, subsequently followed by branching and coexistence of a shorter 

(morphonotactic, ‘mpt’) and a longer (lexical, ‘lex’) variant (only every 100th point 

displayed). (b) Frequency trajectories of both variants (dashed: lexical; solid: morphonotactic) 

after evolutionary branching (𝑐୫a୶ = ͳ; ߤ = Ͳ.ͳ; 𝜏 = Ͳ.ͳʹ; 𝜋 = ͳ; 𝛼 = ʹ).   

 

  

 
Figure 6. Empirical developments of four word-final consonant-diphone types retrieved from 

Middle and Early Modern English corpus data. Circles and crosses denote normalized 

frequencies (p.m.) of morpheme internal (lexcial) and boundary spanning (morphonotactic) 

diphones, while dashed and solid lines denote LOESS trajectories fitted to the lexical and 

morphonotactic data points, respectively. 
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Figure 7. Evolution of formal substance ݏ in grammaticalization under asymmetric formal 

priming and (a) Zipfian intrinsic growth. (b) Items undergo unidirectional reduction and 

become increasingly frequent (frequency 𝑥̂ measured on the vertical axis; ܥ = ͳ, ߢ =Ͳ.ͷ, 𝑐୫a୶ = ͳ, ߤ = Ͳ.ͳ, 𝜏 = Ͳ.ͳʹ). 

 

 
Figure 8. Evolution of the degree of grammaticality ݃ in grammaticalization under 

asymmetric priming among words 𝑐୵୭୰ୢ and (a) a positive relationship between ݃ and 

intrinsic growth rate: ݎሺ݃ሻ = ݃ଶ. (b) After a period of increasing grammaticality (and 

decreasing formal substance), the dynamics lead to stable coexistence of two words that differ 

with respect to their degree of grammaticality ݃ and frequency 𝑥̂. The more grammatical 
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word is more frequent and more reduced than its more lexical cousin. Both trajectories exhibit 

sigmoid shapes (𝑐୫a୶ = ͳ, ߤ = Ͳ.ʹ, 𝜏 = Ͳ.ͳͺ; only every 100th point displayed). (c) 

Diachronic trajectories of grammaticalized (solid) and lexical (dashed) variants. On the left: 

attributive (grammaticalized) and verbal (lexical) instances of fucking (search queries: fucking  

_j*  + fucking  _nn* (attributive) vs. fucking_v* (verbal)). On the right: auxiliary 

(grammaticalized) and verbal (lexical) instances of going to (search queries: [going to _v?i*] 

vs. [going to]-[going to _v?i*]). The data was elicited from the Corpus of Historical American 
English. 
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